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## Preface

This is the second volume of the two-volume series which contains the proof of the classification of the flag-transitive $P$ - and $T$-geometries. A $P$-geometry (Petersen geometry) has diagram

where $\underset{2}{\circ} \mathrm{P}=10$ denotes the geometry of 15 edges and 10 vertices of the Petersen graph. A $T$-geometry (Tilde geometry) has diagram

where $\underset{2}{\sim} \sim \sim 2$ denotes the 3 -fold cover of the generalized quadrangle of order $(2,2)$, associated with the non-split extension $3 \cdot S_{4}(2) \cong 3 \cdot$ Sym $_{6}$.

The final result of the classification as announced in [ISh94b], is the following (we write $\mathcal{G}(G)$ for the $P$ - or $T$-geometry admitting $G$ as a flagtransitive automorphism group).

Theorem 1 Let $\mathcal{G}$ be a flag-transitive $P$ - or $T$-geometry and $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Then $\mathcal{G}$ is isomorphic to a geometry $\mathcal{H}$ in Table I or Table II and $G$ is isomorphic to a group $H$ in the row corresponding to $\mathcal{H}$.

In the first volume [Iv99] and in [IMe99] for the case $\mathcal{G}\left(J_{4}\right)$ the following has been established.

Theorem 2 Let $\mathcal{H}$ be a geometry from Table I or II of rank at least 3 and $H$ be a group in the row corresponding to $\mathcal{H}$. Then
(i) $\mathcal{H}$ exists and of correct type (i.e., $P$ - or $T$-geometry);
(ii) $H$ is a flag-transitive automorphism group of $\mathcal{H}$;
(iii) either $\mathcal{H}$ is simply connected or $\mathcal{H} \cong \mathcal{G}\left(M_{22}\right)$ and the universal cover of $\mathcal{H}$ is $\mathcal{G}\left(3 \cdot M_{22}\right)$.

Table I. Flag-transitive $P$-geometries

| Rank | Geometry $\mathcal{H}$ | Flag-transitive automorphism groups $H$ |
| :---: | :---: | :---: |
| 2 | $\mathcal{G}\left(A l t_{5}\right)$ | Alt $_{5}$, Sym $_{5}$ |
| 3 | $\begin{gathered} \mathcal{G}\left(M_{22}\right) \\ \mathcal{G}\left(3 \cdot M_{22}\right) \end{gathered}$ | $\begin{gathered} M_{22}, \text { Aut } M_{22} \\ 3 \cdot M_{22}, 3 \cdot \operatorname{Aut} M_{22} \end{gathered}$ |
| 4 | $\begin{gathered} \mathcal{G}\left(M_{23}\right) \\ \mathcal{G}\left(C o_{2}\right) \\ \mathcal{G}\left(3^{23} \cdot C o_{2}\right) \\ \mathcal{G}\left(J_{4}\right) \end{gathered}$ | $\begin{gathered} M_{23} \\ \mathrm{Co}_{2} \\ 3^{23} \cdot \mathrm{Co}_{2} \\ J_{4} \end{gathered}$ |
| 5 | $\begin{gathered} \mathcal{G}(B M) \\ \mathcal{G}\left(3^{4371} \cdot B M\right) \end{gathered}$ | $\begin{gathered} B M \\ 3^{4371} \cdot B M \end{gathered}$ |

If $\mathcal{F}$ is a geometry and $F$ is a flag-transitive automorphism group of $\mathcal{F}$ then $\mathcal{A}(F, \mathcal{F})$ denotes the amalgam of maximal parabolics associated with the action of $F$ on $\mathcal{F}$. In these terms the main result of the present volume can be stated follows:

Theorem 3 Let $\mathcal{G}$ be a flag-transitive $P$ - or $T$-geometry of rank at least 3 and $G$ be a flag-transitive automorphism group of $\mathcal{G}$. Then for a geometry $\mathcal{H}$ and its automorphism group from Table I or Table II we have the following:

$$
\mathcal{A}(G, \mathcal{G}) \cong \mathcal{A}(H, \mathcal{H})
$$

In the above theorem we can assume that $\mathcal{H}$ is simply connected. Then by Theorem 1.4.5 $\mathcal{H}$ is the universal cover of $\mathcal{G}$ and $H$ is the universal completion of $\mathcal{A}(G, \mathcal{G})$.

Notice that Theorem 3 immediately implies that a geometry $\mathcal{H}$ from Table I or Table II does not have flag-transitive automorphism groups except those already in the tables. Particularly, the largest of the groups corresponding to $\mathcal{H}$ is the full automorphism group.

Table II. Flag-transitive $T$-geometries

| Rank | Geometry $\mathcal{H}$ | Flag-transitive automorphism <br> groups $H$ |
| :---: | :---: | :---: |
| 2 | $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ | $3 \cdot A l t_{6}, 3 \cdot S_{4}(2) \cong 3 \cdot$ Sym $_{6}$ |
| 3 | $\mathcal{G}\left(M_{24}\right)$ |  |
| $\mathcal{G}(H e)$ | $M_{24}$ |  |
| 4 | $\mathcal{G}\left(C o_{1}\right)$ | $C o_{1}$ |
| 5 | $\mathcal{G}(M)$ | $M$ |
| $n$ | $\mathcal{G}\left(3^{\left[{ }^{n}\right]_{2}} \cdot S_{2 n}(2)\right)$ | $3^{\left[{ }_{2}^{n}\right]_{2}} \cdot S_{2 n}(2)$ |

Now in order to deduce Theorem 1 from Theorems 2 and 3 it is sufficient to observe the following

Proposition 4 The set of geometries in Tables I and II is closed under taking coverings commuting with the actions of the flag-transitive automorphism groups given in these tables.

Proof. Let $\mathcal{H}$ be a geometry from Table I or II and $H$ be a flagtransitive automorphism group of $\mathcal{H}$ (also from the table). Suppose that $\sigma: \mathcal{H} \rightarrow \overline{\mathcal{H}}$ is a proper covering which commutes with the action of $H$ on $\mathcal{H}$ and let $\bar{H}$ be the action induced by $H$ on $\overline{\mathcal{H}}$. Let $N$ be the kernel of the homomorphism of $H$ onto $\bar{H}$ (the subgroup of deck transformations with respect to $\sigma$ ). In order to identify $N$ we look at the normal structure of $H$. If $Q=O_{3}(H)$ then either $Q$ is trivial or it is an elementary abelian 3 -group which is irreducible as a $G F(3)$-module for $H / Q$. Furthermore, $H / Q$ is either a non-abelian simple group or such a group extended by an outer automorphism of order 2, finally $H$ does not split over $Q$. Hence either $|\bar{H}| \leq 2$, or $N=Q$, or $N=1$. If $|\bar{H}| \leq 2$ then clearly $\bar{H}$ cannot act flag-transitively on a $P$ - or $T$-geometry. If $N=Q \neq 1$, then the elements of $\overline{\mathcal{H}}$ are the orbits of $Q$ on $\mathcal{H}$ with the natural incidence relation. We know from [Iv99] that under these circumstances $\mathcal{H}$ is a cover of $\overline{\mathcal{H}}$ only if the former is $\mathcal{G}\left(3 \cdot M_{22}\right)$ and the latter is $\mathcal{G}\left(M_{22}\right)$ (in the other cases $\sigma$ is only a 1 - or 2-covering). Thus $N=1$ and $H$ acts flag-transitively on both $\mathcal{H}$ and
$\overline{\mathcal{H}}$. In this case the 2-part of the stabilizer in $H$ of a point of $\overline{\mathcal{H}}$ must be strictly larger than that of the stabilizer of a point of $\mathcal{H}$. This is impossible since for all the pairs $(\mathcal{H}, H)$ from the tables the stabilizer in $H$ of a point from $\mathcal{H}$ contains a Sylow 2-subgroup of $H$.

Below we outline our main strategy of proving Theorem 3. Let $\mathcal{G}$ be a $P$ - or $T$-geometry of rank $n \geq 3, G$ be a flag-transitive automorphism group of $G$ and

$$
\mathcal{A}=\mathcal{A}(G, \mathcal{G})=\left\{G_{i} \mid 1 \leq i \leq n\right\}
$$

be the amalgam of maximal parabolics associated with the action of $G$ on $\mathcal{G}$ (here $G_{i}=G\left(x_{i}\right)$ is the stabilizer in $G$ of an element $x_{i}$ of type $i$ in a maximal flag $\Phi=\left\{x_{1}, \ldots, x_{n}\right\}$ in $\left.\mathcal{G}\right)$. Our goal is to identify $\mathcal{A}$ up to isomorphism or, more specifically, to show that $\mathcal{A}$ is isomorphic to the amalgam $\mathcal{A}(H, \mathcal{H})$ for a geometry $\mathcal{H}$ and a group $H$ from Table I or II. In fact, it is sufficient to show that given the type of $\mathcal{G}$ and its rank there are at most as many possibilities for the isomorphism type of $\mathcal{A}$ as there are corresponding pairs in Tables I and II.

We proceed by induction on the rank $n$ and assume that all the flagtransitive $P$ - and $T$-geometries of rank up to $n-1$ (along with their flagtransitive automorphism groups) are known (as in the tables). Then we can assume that for every $1 \leq i \leq n$ the residue $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$ and the action $\bar{G}_{i}$ of $G_{i}$ on this residue are known. The kernel $K_{i}$ of this action is a subgroup in the Borel subgroup $B=\cap_{i=1}^{n} G_{i}$ and hence it is a 2-group.

It turns out that the induction hypothesis can be used further since certain normal factors of $K_{i}$ resemble the structure of the residue $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$. The most important case is that the action of $K_{1}$ on the set of points collinear to $x_{1}$ is a quotient of the universal representation module of the residue $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$, which is a $P$ - or $T$-geometry.

Thus, in order to accomplish the identification of the amalgams of maximal parabolics it would be helpful (and essential within our approach) to determine the universal representations of the known $P$ - and $T$-geometries. Recall that if $\mathcal{H}$ is a geometry (or rather a point-line incidence system) with three points per a line, then the universal representation module $V(\mathcal{H})$ is a group generated by pairwise commuting involutions indexed by the points of $\mathcal{H}$ and subject to the relations that the product of the three involutions corresponding to a line is the identity. It is immediate from the definition that $V(\mathcal{H})$ is an elementary abelian 2-group (possibly trivial).

For the geometries $\mathcal{G}\left(J_{4}\right), \mathcal{G}(B M), \mathcal{G}(M)$ of large sporadic simple groups the universal representation modules are trivial and this is the reason why these geometries do not appear as residues in flag-transitive $P$-and $T$ geometries of higher ranks. On the other hand, if $\mathcal{G}$ is one of the above three geometries and $G$ is the automorphism group of $\mathcal{G}$, then the points and lines of $\mathcal{G}$ are certain elementary abelian subgroups in $G$ of order 2 and $2^{2}$, respectively, so that the incidence relation is via inclusion. This means that $G$ is a quotient of the universal representation group $R(\mathcal{G})$ of $\mathcal{G}$. The definition of $R(\mathcal{G})$ is that of $V(\mathcal{G})$ with the wording "pairwise commuting" removed. Since $V(\mathcal{G})$ is the quotient of $R(\mathcal{G})$ over the commutator subgroup of $R(\mathcal{G})$, sometimes it turns out easier to show that $R(\mathcal{G})$ is perfect rather
than showing the triviality of $V(\mathcal{G})$ directly. In Part I we calculate the modules $V(\mathcal{G})$ for all flag-transitive $P$ - and $T$-geometries and the groups $R(\mathcal{G})$ for most of them. These results are summarized in Tables III and IV. The determination problem for $R(\mathcal{G})$ for various geometries $\mathcal{G}$ (including the $P$ - and $T$-geometries) is of a an independent interest, since particularly representations control the $c$-extensions of geometries.

Table III. Natural representations of $P$-geometries

| Rank | Geometry $\mathcal{H}$ | $\operatorname{dim} V(\mathcal{H})$ | $R(\mathcal{H})$ |
| :---: | :---: | :---: | :---: |
| 2 | $\mathcal{G}\left(\right.$ Alt $\left._{5}\right)$ | 6 | infinite |
| 3 | $\mathcal{G}\left(M_{22}\right)$ | 11 | $\overline{\mathcal{C}}_{11}$ |
| $\mathcal{G}\left(3 \cdot M_{22}\right)$ | 23 | $?$ |  |
| 4 | $\mathcal{G}\left(M_{23}\right)$ | 0 | 1 |
| $\mathcal{G}\left(C o_{2}\right)$ | 23 | $\bar{\Lambda}^{(23)}$ |  |
| $\mathcal{G}\left(3^{23} \cdot C o_{2}\right)$ | 23 | $?$ |  |
| $\mathcal{G}\left(J_{4}\right)$ | 0 | $J_{4}$ |  |
| $\mathcal{G}(B M)$ | 0 | $2 \cdot B M$ |  |
|  |  | 0 | $?$ |

The knowledge of the module $V(\mathcal{H})$ for known geometries $\mathcal{H}$ forms a strong background for the classification of the amalgams $\mathcal{A}(G, \mathcal{G})$ for the flag-transitive automorphism groups $G$ of a $P$ - or $T$-geometry $\mathcal{G}$. This classification is presented in Part II of the present volume. As an immediate outcome we have the following.

Proposition 5 Let $\mathcal{G}$ be a $P$ - or $T$-geometry and $G$ be a flag-transitive automorphism group of $\mathcal{G}$. Let $p$ be a point (an element of type 1) in $\mathcal{G}$, $\mathcal{F}=\operatorname{res}_{\mathcal{G}}(p), F=G(p)$ be the stabilizer of $p$ in $G$ and $\bar{F}$ be the action induced by $F$ on $\mathcal{F}$. Then $(\mathcal{F}, \bar{F})$ is not one of the following pairs:
$\left(\mathcal{G}\left(M_{23}\right), M_{23}\right), \quad(\mathcal{G}(B M), B M), \quad\left(\mathcal{G}\left(3^{4371} \cdot B M\right), 3^{4371} \cdot B M\right), \quad(\mathcal{G}(M), M)$.

Proof. We apply (1.5.2). Suppose that $(\mathcal{F}, \bar{F})$ is one of the above four pairs. The condition (i) in (1.5.2) follows from Table III and IV. If $(p, l, \pi)$ is a flag of rank 3 in $\mathcal{G}$ consisting of a point $p$, line $l$ and plane $\pi$, then the structure of the maximal parabolics associated with the action of $\bar{F}$ on $\mathcal{F}$ (cf. pp. 114, 224, 210 and 234 in [Iv99]) shows that in each case $\bar{F}(\pi)$ induces $S y m_{3}$ on the set of lines incident to $p$ and $\pi$ (so that (ii) in (1.5.2) holds) and that $\bar{F}(l)$ is isomorphic respectively to

$$
M_{22}, \quad 2_{+}^{1+22} \cdot C o_{2}, \quad\left(2_{+}^{1+22} \times 3^{23}\right) \cdot C o_{2}, \quad 2_{+}^{1+24} \cdot C o_{1}
$$

Since none of these groups contain a subgroup of index 2 the result follows.

Notice that in the case $(\mathcal{F}, \bar{F})=\left(\mathcal{G}\left(J_{4}\right), J_{4}\right)$ the subgroup $\bar{F}(l) \cong 2_{+}^{1+12}$. 3 . Aut $M_{22}$ does contain a subgroup of index two, so this case requires a further analysis to be eliminated (this will be accomplished in Section 11.6).

Table IV. Natural representations of $T$-geometries

| Rank | Geometry $\mathcal{H}$ | $\operatorname{dim} V(\mathcal{H})$ | $R(\mathcal{H})$ |
| :---: | :---: | :---: | :---: |
| 2 | $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ | 11 | infinite |
| 3 | $\mathcal{G}\left(M_{24}\right)$ | 11 | $\overline{\mathcal{C}}_{11}$ |
| 4 | $\mathcal{G}\left(C o_{1}\right)$ | 24 | $\bar{\Lambda}^{(24)}$ |
| 5 | $\mathcal{G}(M)$ | 0 | $M$ |
| $n$ | $\mathcal{G}\left(3^{[n]_{2}} \cdot S_{2 n}(2)\right)$ | $(2 n+1)+2^{n}\left(2^{n}-1\right)$ | infinite |

The knowledge of universal representations groups enables us to construct and prove simple connectedness of so-called affine $c$-extensions $\mathcal{A} \mathcal{F}(\mathcal{G}, R(\mathcal{G}))$ of the known $P$ - and $T$-geometries $\mathcal{G}$ (cf. Section 2.7). These extensions have diagrams

or

depending whether $\mathcal{G}$ is a $P$ - or $T$-geometry.
We formulate here the results on simple connectedness and the full automorphisms groups.

Proposition 6 The following assertions hold:
(i) $\mathcal{A} \mathcal{F}\left(\mathcal{G}\left(M_{22}\right), \overline{\mathcal{C}}_{11}\right)$ is simply connected with the automorphism group $2^{11}$ : Aut $M_{22}$;
(ii) $\mathcal{G}\left(M_{23}\right)$ does not possess flag-transitive affine $c$-extensions;
(iii) $\mathcal{A F}\left(\mathcal{G}\left(\mathrm{Co}_{2}\right), \bar{\Lambda}^{(23)}\right)$ is simply connected with the automorphism group $2^{23}: \mathrm{Co}_{2}$;
(iv) $\mathcal{A F}\left(\mathcal{G}\left(J_{4}\right), J_{4}\right)$ is simply connected with the automorphism group $J_{4}<2$;
(v) $\mathcal{A} \mathcal{F}(\mathcal{G}(B M), 2 \cdot B M)$ is simply connected with the automorphism group $(2 \cdot B M * 2 \cdot B M) .2 ;$
(vi) $\mathcal{A F}\left(\mathcal{G}\left(M_{24}\right), \overline{\mathcal{C}}_{11}\right)$ is simply connected with the automorphism group $2^{11}: M_{24}$;
(vii) $\mathcal{A F}\left(\mathcal{G}\left(C o_{1}\right), \bar{\Lambda}^{(24)}\right)$ is simply connected with the automorphism group $2^{24}: C o_{1}$;
(viii) $\mathcal{A F}(\mathcal{G}(M), M)$ is simply connected with the automorphism group Mて2 (the Bimonster).

The analysis of the amalgam $\mathcal{A}$ is via consideration of the normal factors of the parabolics $G_{1}$ and $G_{n}$. This analysis brings us to a restricted number of possibilities for the normal factors.

We proceed by accomplishing the following sequence of steps (we follow notation as introduced at the end of Section 1.1). First we reconstruct up to isomorphism the point stabilizer $G_{1}$. Our approach is inductive so we assume that the action $\bar{G}_{1}=G_{1} / K_{1}$ of $G_{1}$ on $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is one of the known actions in Table I or II. Then we turn to $G_{2}$, or more precisely to the subamalgam $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ in $\mathcal{A}$. The subgroup $G_{2}$ is the stabilizer of the line $x_{2}$ and it induces $S y m_{3}$ on the triple of points incident to $x_{2}$ (of course $x_{1}$ is in this triple). Hence $G_{12}=G_{1} \cap G_{2}$ contains a subgroup $K_{2}^{-}$of index 2 (the pointwise stabilizer of $x_{2}$ ), which is normal in $G_{2}$ and $G_{2} / K_{2}^{-} \cong$ Sym $_{3}$. Therefore we identify $K_{2}^{-}$as a subgroup of $G_{1}$, determine the automorphism group of $K_{2}^{-}$and then classify the extensions of $K_{2}^{-}$by automorphisms forming $\mathrm{Sym}_{3}$. On this step we can refine the choice of the isomorphism type of $G_{1}$, since within the wrong choice $K_{2}^{-}$might not possess the required automorphisms.

A glance at Tables I and II gives the following.
Proposition 7 Let $\mathcal{F}$ be the residue of a point in a (known) $P$ - or $T$ geometry of rank $n \geq 2$ (so that either $n \geq 3$ and $\mathcal{F}$ is itself a $P$ - or $T$ geometry or $n=2$ and $\mathcal{F}$ is of rank 1 with 2 or 3 points, respectively) and let $F$ be a flag-transitive automorphism group of $\mathcal{F}$. Then $\mid$ Aut $\mathcal{F}: F \mid \leq 2$.

This immediately gives the following

Proposition 8 In the above terms $\bar{G}_{2}=G_{2} / K_{2}$ is isomorphic to a subgroup of index at most 2 in the direct product

$$
G_{2} / K_{2}^{-} \times G_{2} / K_{2}^{+}
$$

where $G_{2} / K_{2}^{-} \cong$ Sym $_{3}$ and $G_{2} / K_{2}^{+}$is a flag-transitive automorphism group of $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{2}\right)$. In particular the centre of $O^{2}\left(G_{2} / K_{2}\right)$ contains a subgroup $X$ which permutes transitively the points incident to $x_{2}$.

By the above proposition the automorphism of $K_{2}^{-}$we were talking about can always be chosen to commute with $O^{2}\left(K_{2}^{-} / K_{2}\right)$.

Next we extend $\mathcal{B}$ to the rank 3 amalgam $\mathcal{C}=\left\{G_{1}, G_{2}, G_{3}\right\}$. Towards this end we first identify $\mathcal{D}=\left\{G_{13}, G_{23}\right\}$ as a subamalgam in $\mathcal{B}$. Since the action of $G_{1}$ on $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is known, $G_{13}$ and $G_{123}$ are specified uniquely up to conjugation in $G_{1}$. By Proposition $8 G_{23}=\left\langle G_{123}, Y\right\rangle$, where $Y$ maps onto the subgroup $X$ as in that proposition. Since $K_{2}$ is a 2-group, we can choose $Y$ to be a Sylow 3 -subgroup (of order 3) in $K_{2}^{+}$.

Thus we obtain the amalgam $\widetilde{\mathcal{C}}=\left\{G_{1}, G_{2}, \widetilde{G}_{3}\right\}$, where $\widetilde{G}_{3}$ is the universal completion (free amalgamated product) of the subamalgam $\mathcal{D}$ in $\mathcal{B}$. In order to get the amalgam $\mathcal{C}$ we have to identify in $\widetilde{G}_{3}$ the normal subgroup $N$ such that $G_{3}=\widetilde{G}_{3} / N$. The subgroup $K_{3}^{-}$can be specified as the largest subgroup in $G_{123}$ which is normal in both $G_{13}$ and $G_{23}$. Then

$$
G_{3} / K_{3}^{-} \cong L_{3}(2), G_{13} / K_{3}^{-} \cong G_{23} / K_{3}^{-} \cong S_{4}
$$

and the latter two quotients are maximal parabolics in the former one. In all cases the parabolics are 2-constrained and the images of both $G_{13}$ and $G_{23}$ in Out $K_{3}^{-}$are isomorphic to $S_{y m_{4}}$. These two images must generate in Out $K_{3}^{-}$the group $L_{3}(2)$ (otherwise there is no way to extend $\mathcal{B}$ to a $\operatorname{correct} \mathcal{C}$ ). Hence we may assume that

$$
\widetilde{G}_{3} /\left(K_{3}^{-} C_{\widetilde{G}_{3}}\left(K_{3}^{-}\right)\right) \cong L_{3}(2) .
$$

Since $\widetilde{G}_{3} / K_{3}^{-} N$ is also $L_{3}(2)$, we see that $N$ must be a subgroup in the centraliser of $K_{3}^{-}$in $\widetilde{G}_{3}$, which trivially intersects $K_{3}^{-}$and such that

$$
K_{3}^{-} N=K_{3}^{-} C_{\widetilde{G}_{3}}\left(K_{3}^{-}\right)
$$

The easiest situation is when the centre of $K_{3}^{-}$is trivial in which case we are forced to put $N=C_{\widetilde{G}_{3}}\left(K_{3}^{-}\right)$, so that $N$ is uniquely determined (8.5.1). In fact the uniqueness of $N$ can be proved under a weaker assumption: the centre of $K_{3}^{-}$does not contain 8-dimensional composition factors with respect to $\widetilde{G}_{3} / K_{3}^{-} C_{\widetilde{G}_{3}}\left(K_{3}^{-}\right) \cong L_{3}(2)$ (8.5.3). The following property of the known $P$ - and $T$-geometries (which can easily be checked by inspection using information contained in [Iv99] and [IMe99]) shows that (8.5.3) always applies when $\mathcal{B}$ is isomorphic to the amalgam from a known example.

Proposition 9 Let $(\mathcal{H}, H)$ be a pair from Table I or II and suppose that the rank of $\mathcal{H}$ is at least 3 . Let $\pi$ be a plane in $\mathcal{H}$ (an element of type 3 ), $H(\pi)$ be
the stabilizer of $\pi$ in $H$ and $K^{-}(\pi)$ be the kernel of the action of $H(\pi)$ on the set of points and lines incident to $\pi$ (these points and lines form a projective plane of order 2). Then every chief factor of $H(\pi)$ inside $Z\left(K^{-}(\pi)\right)$ is an elementary abelian 2-group which is either 1- or 3-dimensional module for $H(\pi) / K^{-}(\pi) \cong L_{3}(2)$.

After $\mathcal{C}$ is reconstructed, the structure of the whole amalgam $\mathcal{A}$ is pretty much forced. Indeed $G_{4}$ is a completion of the subamalgam $\mathcal{E}=\left\{G_{i 4} \mid\right.$ $1 \leq i \leq 3\}$ in $\mathcal{C}$. This subamalgam is always uniquely determined in $\mathcal{C}$ (up to conjugation). On the other hand, the residue $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{4}\right)$ is the rank 3 projective $G F(2)$-geometry, which is simply connected. By the fundamental principle (1.4.6) this implies that $G_{4}$ is the universal completion of $\mathcal{E}$. Hence there is a unique way to extend $\mathcal{C}$ to the rank 4 amalgam and to carry on in the same manner to get the whole amalgam $\mathcal{A}$ of maximal parabolics.

We should like to thank our colleagues, and especially C. Wiedorn and D.V. Pasechnik for their support and help while we were writing this book.

We dedicate the book to the memory of A.I. Kostrikin, without whose encouragement the book would not have been written.

## Chapter 1

## Preliminaries

In this introductory chapter after recalling the main notions and notation concerning digram geometries and their flag-transitive automorphism groups we prove the fundamental principle (Theorem 1.4.5) which relates the universal cover of a geometry $\mathcal{G}$ and the universal completion of the amalgam $\mathcal{A}$ of maximal parabolics in a flag-transitive automorphism group $G$ of $\mathcal{G}$. This principle lies in the foundation of our approach to the classification of flag-transitive geometries in terms of their diagrams. In the last section of the chapter we recall what is meant by a representation of geometry. The importance of representations for our classification approach is explained in Proposition 1.5.1 which shows that under certain natural assumptions one of the chief factors of the stabilizer of a point in a flagtransitive automorphism group carries a representation of the residue of the point (this result is generalized in Proposition 9.4.1 for other maximal parabolics).

### 1.1 Geometries and diagrams

In this section we recall the main terminology and notations concerning diagram geometries (cf. Introduction in [Iv99] and references therein).

An incidence system of rank $n$ is a set $\mathcal{G}$ of elements which is a disjoint union of subsets $\mathcal{G}^{\alpha_{1}}, \ldots, \mathcal{G}^{\alpha_{n}}$ (where $\mathcal{G}^{\alpha_{i}}$ is the set of elements of type $\alpha_{i}$ in $\mathcal{G}$ ) and a binary reflexive symmetric incidence!relation on $\mathcal{G}$, with respect to which no two distinct elements of the same type are incident. We can identify $\mathcal{G}$ with its incidence graph $\Gamma=\Gamma(\mathcal{G})$ having $\mathcal{G}$ as the set of vertices, in which two distinct elements are adjacent if they are incident. A flag in $\mathcal{G}$ is a set $\Phi$ of pairwise incident elements (the vertex-set of a complete subgraph in the incidence graph). The type (respectively cotype) of $\Phi$ is the set of types in $\mathcal{G}$ present (respectively not present) in $\Phi$. The sizes of these sets are the rank and the corank of $\Phi$. By the definition a flag contains at most one element of any given type. If $\Phi$ is a flag in $\mathcal{G}$, then the residue $\operatorname{res}_{\mathcal{G}}(\Phi)$ of $\Phi$ in $\mathcal{G}$ is an incidence system whose elements are those from $\mathcal{G} \backslash \Phi$ incident to every element in $\Phi$ with respect to the induced type function and incidence relation.

An incidence system $\mathcal{G}$ of rank $n$ is called a geometry if for every flag $\Phi$ (possibly empty) of corank at least 2 and every $\alpha_{i} \neq \alpha_{j}$ from the cotype of $\Phi$ the subgraph in the incidence graph induced by $\mathcal{G}^{\alpha_{i}} \cap \mathcal{G}^{\alpha_{j}} \cap \operatorname{res}_{\mathcal{G}}(\Phi)$ is nonempty and connected (this implies that a maximal flag contains elements of all types). Clearly the residue of a geometry is again a geometry.

In what follows unless stated otherwise, the set of types in a geometry of rank $n$ is taken to be $\{1,2, \ldots, n\}$. A diagram of a geometry $\mathcal{G}$ is a graph on the set of types in $\mathcal{G}$ in which the edge (or absence of such) joining $i$ and $j$ symbolises the class of geometries appearing as residues of flags of cotype $\{i, j\}$ in $\mathcal{G}$. Under the node $i$ it is common to write the number $q_{i}$ such that every flag of cotype $i$ in $\mathcal{G}$ is contained in exactly $q_{i}+1$ maximal flags. Normally the types on the diagram increase rightwards. We will mainly deal with the following rank 2 residues:
$\circ_{q_{1}} \quad \circ \quad-\quad$ generalised digon: any two elements of different types are incident, the incidence graph is complete bipartite with parts of size $q_{1}+1$ and $q_{2}+1$;
$\underset{q}{\circ} \quad{ }_{q}^{\circ}$ - projective plane $p g(2, q)$ of order $q$;
$\stackrel{q_{1}}{\circ} \quad-\quad$ generalised quadrangle $p q\left(q_{1}, q_{2}\right)$ of order $\left(q_{1}, q_{2}\right)$;
$\underset{2}{\circ}=2$ - the generalized quadrangle $\mathcal{G}\left(S_{4}(2)\right)$ of order $(2,2)$, whose elements are the 2 -element subsets of a 6 -set and the partitions of the 6 set into three 2-element subsets with the natural incidence relation; the automorphism group is $S_{4}(2) \cong S y m_{6}$ and the outer automorphism of this group induces a diagram automorphism of $\mathcal{G}\left(S_{4}(2)\right)$;
$\underset{2}{\sim} \sim 2_{2}^{\sim}$ - the triple cover $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ of $\mathcal{G}\left(S_{4}(2)\right)$ associated with the non-split extension $3 \cdot S_{4}(2) \cong 3 \cdot$ Sym $_{6}$;
$\underset{2}{\circ} \mathrm{P} \underset{1}{\circ}$ - the geometry $\mathcal{G}\left(\right.$ Alt $\left._{5}\right)$ of edges and vertices of the Petersen graph; the vertices of the Petersen graph are the 2 -element subsets of a 5 -set and two such subsets are adjacent if they are disjoint;
$\underset{1}{\circ} \xrightarrow[q]{\mathrm{C}}-\quad$ the geometry of 1- and 2-element subsets of a $(q+2)$-set; in the case $q=2$ this is the affine plane of order 2 .

If $\Phi$ is a flag in $\mathcal{G}$, then the diagram of $\operatorname{res}_{\mathcal{G}}(\Phi)$ is the subdiagram in the diagram of $\mathcal{G}$ induced by the cotype of $\Phi$.

The notation we are about to introduce can be applied to any rank $n$ geometry $\mathcal{G}$, but it is particularly useful when $\mathcal{G}$ belongs to a string diagram, i.e., when the residue of a flag of cotype $\{i, j\}$ is a generalized digon whenever $|i-j| \geq 2$.

For an element $x_{i}$ of type $i$, where $1 \leq i \leq n$, by $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{i}\right)$ and $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{i}\right)$ we denote the set of elements of types larger than $i$ and less than $i$, respectively, which are incident to $x_{i}$. When $\mathcal{G}$ belongs to a string diagram they are residues of a flag of type $\{1, \ldots, i\}$ containing $x_{i}$ and a flag of type $\{i, \ldots, n\}$ containing $x_{i}$. If $G$ is an automorphism group of $\mathcal{G}$ (often assumed to be
flag-transitive), then $G\left(x_{i}\right)$ is the stabilizer of $x_{i}$ in $G, K\left(x_{i}\right), K^{+}\left(x_{i}\right)$ and $K^{-}\left(x_{i}\right)$ are the kernels of the actions of $G\left(x_{i}\right)$ on $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right), \operatorname{res}_{\mathcal{G}}^{+}\left(x_{i}\right)$ and $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{i}\right)$, respectively. By $L\left(x_{i}\right)$ we denote the kernel of the action of $G\left(x_{i}\right)$ on the set of elements $y_{i}$ of type $i$ in $\mathcal{G}$ such that there exist a premaximal flag $\Psi$ of cotype $i$ such that both $\Psi \cup\left\{x_{i}\right\}$ and $\Psi \cup\left\{y_{i}\right\}$ are maximal flags. Notice that if $\mathcal{G}$ belongs to a string diagram and $x_{1}$ is a point then $L_{1}$ is the elementwise stabilizer in $G_{1}$ of the set of points collinear to $x_{1}$.

When we deal with a fixed maximal flag $\Phi=\left\{x_{1}, \ldots, x_{n}\right\}$ in $\mathcal{G}$, we write $G_{i}$ instead of $G\left(x_{i}\right), K_{i}$ instead of $K\left(x_{i}\right)$, etc. If $J \subseteq\{1,2, \ldots, n\}$, then

$$
G_{J}=\bigcap_{j \in J} G_{j}
$$

and we write, for instance $G_{12}$ instead of $G_{\{1,2\}}$ and similar. Most of our geometries are 2-local, so that the parabolics are 2-local subgroups and we put $Q\left(x_{i}\right)=O_{2}\left(G\left(x_{i}\right)\right)$ (which can also be written simply as $Q_{i}$ ).

### 1.2 Coverings of geometries

Let $\mathcal{H}$ and $\mathcal{G}$ be geometries (or more generally incidence systems). A morphism of geometries is a mapping $\varphi: \mathcal{H} \rightarrow \mathcal{G}$ of the element set of $\mathcal{H}$ into the element set of $\mathcal{G}$ which maps incident pairs of elements onto incident pairs and preserves the type function. A bijective morphism is called an isomorphism.

A surjective morphism $\varphi: \mathcal{H} \rightarrow \mathcal{G}$ is said to be a covering of $\mathcal{G}$ if for every non-empty flag $\Phi$ of $\mathcal{H}$ the restriction of $\varphi$ to the residue $\operatorname{res}_{\mathcal{H}}(\Phi)$ is an isomorphism onto $\operatorname{res}_{\mathcal{G}}(\varphi(\Phi))$. In this case $\mathcal{H}$ is a cover of $\mathcal{G}$ and $\mathcal{G}$ is a quotient of $\mathcal{H}$. If every covering of $\mathcal{G}$ is an isomorphism then $\mathcal{G}$ is said to be simply connected. Clearly a morphism is a covering if its restriction to the residue of every element (considered as a flag of rank 1) is an isomorphism. If $\psi: \widetilde{\mathcal{G}} \rightarrow \mathcal{G}$ is a covering and $\widetilde{\mathcal{G}}$ is simply connected, then $\psi$ is the universal covering f and $\widetilde{\mathcal{G}}$ is the universal cover of $\mathcal{G}$. The universal cover of a geometry exists and it is uniquely determined up to isomorphism. If $\varphi: \mathcal{H} \rightarrow \mathcal{G}$ is any covering then there exists a covering $\chi: \widetilde{\mathcal{G}} \rightarrow \mathcal{H}$ such that $\psi$ is the composition of $\chi$ and $\varphi$.

A morphism $\varphi: \mathcal{H} \rightarrow \mathcal{G}$ of arbitrary incidence systems is called an $s$ covering if it is an isomorphism when restricted to every residue of rank at least $s$. This means that if $\Phi$ is a flag whose corank is less than or equal to $s$, then the restriction of $\varphi$ to $\operatorname{res}_{\mathcal{H}}(\Phi)$ is an isomorphism. An incidence system, every $s$-cover of which is an isomorphism, is said to be $s$-simply connected. The universal s-cover of a geometry exists in the class of incidence systems and it might or might not be a geometry. It is clear that in the case $s=n-1$ " $s$-covering" and "covering" mean the same thing.

An isomorphism of a geometry onto itself is called an automorphism. By the definition an isomorphism preserves the types. Sometimes we will need a more general type of automorphisms which permute types. We will refer to them as diagram automorphisms.

The set of all automorphisms of a geometry $\mathcal{G}$ form a group called the automorphism group of $\mathcal{G}$ and denoted by Aut $\mathcal{G}$. An automorphism group $G$ of $\mathcal{G}$ (that is a subgroup of Aut $\mathcal{G}$ ) is said to be flag-transitive if any two flags $\Phi_{1}$ and $\Phi_{2}$ in $\mathcal{G}$ of the same type are in the same $G$-orbit. Clearly an automorphism group is flag-transitive if and only if it acts transitively on the set of maximal flags in $\mathcal{G}$. A geometry $\mathcal{G}$ possessing a flag-transitive automorphism group is said to be flag-transitive.

Let $\varphi: \mathcal{H} \rightarrow \mathcal{G}$ be a covering and $H$ be a group of automorphisms of $\mathcal{H}$. We say that $H$ commutes with $\varphi$ if for every $h \in H$ whenever $\varphi(x)=\varphi(y)$ for $x, y \in \mathcal{H}$, the equality $\varphi\left(x^{h}\right)=\varphi\left(y^{h}\right)$ holds. In this case we can define the action of $h$ on $\mathcal{G}$ via $\varphi(x)^{h}=\varphi\left(x^{h}\right)$. Let the induced action be denoted by $\bar{H}$. The kernel of the action is called the subgroup of deck transformation in $H$ with respect to $\varphi$.

The following observation is quite important.
Lemma 1.2.1 Let $\varphi: \mathcal{H} \rightarrow \mathcal{G}$ be a covering of geometries and $H$ be a flagtransitive automorphism group of $\mathcal{H}$ commuting with $\varphi$. Then the action $\bar{H}$ induced by $H$ on $\mathcal{G}$ is flag-transitive.

Let $\mathcal{G}$ be a geometry (or rather an incidence system) of rank $n$ and $N$ be a group of automorphisms of $\mathcal{G}$. Then the quotient of $\mathcal{G}$ over $N$ is an incidence system $\overline{\mathcal{G}}$ whose elements of type $i$ are the orbits of $N$ on $\mathcal{G}^{i}$ and two $N$-orbits, say $\Omega$ and $\Delta$ are incident if some $\omega \in \Omega$ is incident to some $\delta \in \Delta$ in $\mathcal{G}$. If the mapping $\varphi: \mathcal{G} \rightarrow \overline{\mathcal{G}}$ which sends every element $x \in \mathcal{G}$ onto its $N$-orbit, is a covering and $N$ is normal in $H$ then it is easy to see that $H$ commutes with $\varphi$.

### 1.3 Amalgams of groups

Our approach to classify $P$ - and $T$-geometry is based on the method of group amalgams. This method can be applied to the classification of other types of geometries in terms of their diagrams and already has been proved to be adequate for instance within the classification of $c$-extensions of classical dual polar spaces [Iv97], [Iv98].

Let us recall the definition of amalgam and related notions briefly introduced in volume 1 [Iv99]. Here we make our notation slightly more explicit and general.

Definition 1.3.1 An amalgam $\mathcal{A}$ of finite type and rank $n \geq 2$ is a set such that for every $1 \leq i \leq n$ there is a subset $A_{i}$ in $\mathcal{A}$ and a binary operation $\star_{i}$ on $A_{i}$ such that the following conditions hold:
(A1) $\left(A_{i}, \star_{i}\right)$ is a group for $1 \leq i \leq n$;
(A2) $\mathcal{A}=\cup_{i=1}^{n} A_{i}$;
(A3) $\left|A_{i} \cap A_{j}\right|$ is finite if $i \neq j$ and $\cap_{i=1}^{n} A_{i} \neq \emptyset$
(A4) if $x, y \in A_{i} \cap A_{j}$ then $x \star_{i} y=x \star_{j} y$.

Abusing the notation we often write $\mathcal{A}=\left\{A_{i} \mid 1 \leq i \leq n\right\}$ in order to indicate explicitly which groups constitute $\mathcal{A}$. In what follows, unless explicitly stated otherwise all amalgams under consideration will be of finite type.

Let $\mathcal{A}=\left\{A_{i} \mid 1 \leq i \leq n\right\}$ be an amalgam. A completion of $\mathcal{A}$ is a pair $(G, \varphi)$ where $G$ is a group and $\varphi$ is a mapping of $\mathcal{A}$ into $G$ such that
(C1) $G$ is generated by the image of $\varphi$;
(C2) for every $i$ the restriction of $\varphi$ to $A_{i}$ is a homomorphism, i.e.,

$$
\varphi\left(x \star_{i} y\right)=\varphi(x) \cdot \varphi(y) \text { for all } x, y \in A_{i}
$$

(here "." stands for the group multiplication in $G$ ).
If $\left(G_{1}, \varphi_{1}\right)$ and $\left(G_{2}, \varphi_{2}\right)$ are two completions of the same amalgam $\mathcal{A}$ then a homomorphism $\chi$ of $G_{1}$ onto $G_{2}$ is said to be a homomorphism of completions if $\varphi_{2}$ is the composition of $\varphi_{1}$ and $\chi$, i.e., if $\varphi_{2}(x)=\chi\left(\varphi_{1}(x)\right)$ for all $x \in \mathcal{A}$. If $K$ is the kernel of $\chi$ then $\left(G_{2}, \varphi_{2}\right)$ is called the quotient of $\left(G_{1}, \varphi_{1}\right)$ over $K$. Since $G_{2}$ is isomorphic to $G_{1} / K$ via isomorphism $\varphi_{2}(x)=\varphi_{1}(x) K$ for $x \in \mathcal{A}$, the completion $\left(G_{2}, \varphi_{2}\right)$ is determined by $\left(G_{1}, \varphi_{1}\right)$ and $K$.

When the mapping $\varphi$ is irrelevant or clear from the context we will talk about a completion $G$ of $\mathcal{A}$. The completion $(G, \varphi)$ is said to be faithful if $\varphi$ is injective.

Two elements $x, y \in \mathcal{A}$ are said to be conjugate in $\mathcal{A}$ if there is a sequence $x_{0}=x, x_{1}, \ldots, x_{m}=y$ of elements of $\mathcal{A}$ such that for every $1 \leq j \leq m$ the elements $x_{j-1}$ and $x_{j}$ are contained in $A_{i}$ (where $i$ must depend on $j$ ) and are conjugate in $A_{i}$ (in the sense that $x_{i}=z^{-} 1 x_{i-1} z$ for some $z \in A_{i}$ ). It is easy to see that if $(G, \varphi)$ is a completion of $\mathcal{A}$ then $\varphi(x)$ and $\varphi(y)$ are conjugate in $G$ whenever $x$ and $y$ are conjugate in $\mathcal{A}$.

For an amalgam $\mathcal{A}=\left\{A_{i} \mid 1 \leq i \leq n\right\}$ let $U(\mathcal{A})$ be the group defined by the following presentation:

$$
\left.U(\mathcal{A})=\left\langle u_{x}, x \in \mathcal{A}\right| u_{x} u_{y}=u_{z} \text { if } x, y, z \in A_{i} \text { for some } i \text { and } x \star_{i} y=z\right\rangle .
$$

Thus the generators of $U(\mathcal{A})$ are indexed by the elements of $\mathcal{A}$ and the relations are all the equalities which can be seen in the groups constituting the amalgam.

Lemma 1.3.2 In the above terms let $\nu$ be the mapping of $\mathcal{A}$ into $U(\mathcal{A})$ defined by $\nu: x \mapsto u_{x}$ for all $x \in \mathcal{A}$. Then $(U(\mathcal{A}), \nu)$ is a completion of $\mathcal{A}$ which is universal in the sense that every completion of $\mathcal{A}$ is a quotient of $(U(\mathcal{A}), \nu)$.

Proof. The fact that $(U(\mathcal{A}), \nu)$ is a completion follows directly from the definitions. Let $(G, \varphi)$ be any completion of $\mathcal{A}$. By (C1) there is homomorphism $\psi$ onto $G$ of a group freely generated by the elements $f_{x}$, one for every $x \in \mathcal{A}$ such that $\psi\left(f_{x}\right)=\varphi(x)$. By (C2) whenever $x, y, z \in A_{i}$ for some $1 \leq i \leq n$ and $x \star_{i} y=z$, we have $\psi\left(f_{x}\right) \cdot \psi\left(f_{y}\right)=\psi\left(f_{z}\right)$ and hence the result.

Thus there is a natural bijection between the completions of $\mathcal{A}$ and the normal subgroups of the universal completion (group) $U(\mathcal{A})$. If $N$ is a normal subgroup in $U(\mathcal{A})$ then the corresponding completion is the quotient of $(U(\mathcal{A}), \nu)$ over $N$. The following result is rather obvious.

Lemma 1.3.3 An amalgam $\mathcal{A}$ possesses a faithful completion if and only if its universal completion is faithful.

The subgroup $B:=\cap_{i=1}^{n} A_{i}$ is called the Borel subgroup of $\mathcal{A}$. By (A3) and (A4) $B$ is a finite group in which the group operation coincides with the restriction of $\star_{i}$ for every $1 \leq i \leq n$, in particular the identity element of $B$ is the identity element of every $\left(A_{i}, \star_{i}\right)$. The following result can be easily deduced form Section 35 in [Kur60].

Proposition 1.3.4 Let $\mathcal{A}=\left\{A_{i} \mid 1 \leq i \leq n\right\}$ be a amalgam of rank $n \geq 2$ with the Borel subgroup B. Suppose that $B=A_{i} \cap A_{j}$ for all $1 \leq i<j \leq n$ (which always holds when $n=2$ ) and $\mathcal{A} \notin A_{i}$ for $1 \leq i \leq n$. Then the universal completion of $\mathcal{A}$ is faithful and $U(\mathcal{A})$ is the free amalgamated product of the groups $A_{i}$ over the subgroup $B$, in particular it is infinite.

One should not confuse the set of all amalgams and their very special class covered by (1.3.4). For an amalgam $\mathcal{A}$ of rank $n \geq 3$ the universal completions might of might no be faithful and might or might be infinite or finite (or even trivial). In general it is very difficult to decide what is $U(\mathcal{A})$ and this problem is clearly equivalent to the identification problem of a group defined by generators and relations.

A subgroup $M$ of $B$ which is normal in $\left(A_{i}, \star_{i}\right)$ for every $1 \leq i \leq n$ is said to be a normal subgroup of the amalgam $\mathcal{A}$. The largest normal subgroup in $\mathcal{A}$ is called the core of $\mathcal{A}$ and the amalgam is said to be simple if its core is trivial (the identity subgroup of $B$ ). Notice that if $M$ is normal in $\mathcal{A}$ then $\varphi(M)$ is a normal subgroup in $G$ for every completion $(G, \varphi)$ of $\mathcal{A}$, but even when $\mathcal{A}$ is a simple amalgam, a completion group $G$ is not necessary simple.

### 1.4 Simple connectedness via universal completion

Let $\mathcal{G}$ be a geometry of rank $n, G$ be a flag-transitive automorphism group of $\mathcal{G}$ and $\Phi=\left\{x_{1}, \ldots, x_{n}\right\}$ be a maximal flag in $\mathcal{G}$, where $x_{i}$ is of type $i$. Let $G_{i}=G\left(x_{i}\right)$ be the stabilizer of $x_{i}$ in $G$ (the maximal parabolic of type $i$ associated with the action of $G$ on $\mathcal{G}$ ) and

$$
\mathcal{A}:=\mathcal{A}(G, \mathcal{G})=\left\{G_{i} \mid 1 \leq i \leq n\right\}
$$

be the amalgam of the maximal parabolics.
We define the coset geometry $\mathcal{C}=\mathcal{C}(G, \mathcal{A})$ in the following way (it might not be completely obvious at this stage that $\mathcal{C}$ is a geometry rather than
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just an incidence system). The elements of type $i$ in $\mathcal{C}$ are the right cosets of the subgroup $G_{i}$ in $G$, so that

$$
\begin{gathered}
\mathcal{C}^{i}=\left\{G_{i} g \mid g \in G\right\} \text { and } \\
\mathcal{C}=\bigcup_{1 \leq i \leq n} \mathcal{C}^{i} \text { (disjoint union). }
\end{gathered}
$$

Two different cosets are incident if and only if they have an element in common:

$$
G_{i} h \sim G_{j} k \Longleftrightarrow G_{i} h \cap G_{j} k \neq \emptyset
$$

Lemma 1.4.1 Let $\varrho$ be the mapping which sends the coset $G_{i} g$ from $\mathcal{C}^{i}$ onto the image $x_{i}^{g}$ of $x_{i}$ under $g \in G$ :

$$
\varrho: G_{i} g \mapsto x_{i}^{g}
$$

Then $\varrho$ is an isomorphism of $\mathcal{C}$ onto $\mathcal{G}$.
Proof. First notice that $\varrho$ is well defined, since if $g^{\prime} \in G_{i} g$, say $g^{\prime}=f g$ for $f \in G_{i}$, we have

$$
x_{i}^{g^{\prime}}=x_{i}^{f g}=\left(x_{i}^{f}\right)^{g}=x_{i}^{g} .
$$

This also shows that for $y_{i} \in \mathcal{G}^{i}$ the set $\varrho^{-1}\left(y_{i}\right)$ consists of the elements of $G$ which map $x_{i}$ onto $y_{i}$.

Next we check that $\varrho$ preserves the incidence relation. Suppose first that $G_{i} h$ and $G_{j} k$ are incident in $\mathcal{C}$ which means they contain an element $g$ in common. Then $G_{i} h=G_{i} g, G_{j} k=G_{j} g$ and

$$
\left\{\varrho\left(G_{i} h\right), \varrho\left(G_{j} k\right)\right\}=\left\{x_{i}^{g}, x_{j}^{g}\right\}
$$

Since $x_{i}$ and $x_{j}$ are incident and $g$ is an automorphism of $\mathcal{G}, x_{i}^{g}$ and $x_{j}^{g}$ are also incident. On the other hand, suppose that $y_{i}=\varrho\left(G_{i} h\right)$ and $y_{j}=$ $\varrho\left(G_{j} k\right)$ are incident elements of type $i$ and $j$ in $\mathcal{G}$. Since $G$ acts flagtransitively on $\mathcal{G}$, there is $g \in G$ such that $\left\{y_{i}, y_{j}\right\}=\left\{x_{i}^{g}, x_{j}^{g}\right\}$. By the above observation $g \in G_{i} h \cap G_{j} k$ which means that $G_{i} h$ and $G_{j} k$ are incident in $\mathcal{C}$.

In the above terms, for $1 \leq i \leq n$ the maximal parabolic $G_{i}$ acts flagtransitively on the residue $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$ of $x_{i}$ in $\mathcal{G}$. By (1.4.1) we have the following.

Corollary 1.4.2 The residue $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$ is isomorphic to the cosets geometry $\mathcal{C}\left(G_{i}, \mathcal{A}_{i}\right)$, where

$$
\mathcal{A}_{i}=\left\{G_{i} \cap G_{j} \mid 1 \leq j \leq n, j \neq i\right\}
$$

By the above corollary the isomorphism types of the residues in $\mathcal{G}$ are completely determined by the amalgam $\mathcal{A}$ of maximal parabolics in a flagtransitive automorphism group. Next we discuss up to which extend the amalgam $\mathcal{A}$ determines the structure of the whole of $\mathcal{G}$.

Let $\mathcal{G}$ and $\mathcal{G}^{\prime}$ be geometries of rank $n$ with flag-transitive automorphism groups $G$ and $G^{\prime}$, amalgams $\mathcal{A}$ and $\mathcal{A}^{\prime}$ of maximal parabolics associated with maximal flags $\Phi=\left\{x_{1}, \ldots, x_{n}\right\}$ and $\Phi^{\prime}=\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\}$, respectively. Suppose there is an isomorphism $\tau_{\mathcal{A}}$ of $\mathcal{A}^{\prime}$ onto $\mathcal{A}$ (which maps $G_{i}^{\prime}=G^{\prime}\left(x_{i}^{\prime}\right)$ onto $\left.G_{i}=G\left(x_{i}\right)\right)$. Suppose first that $\tau_{\mathcal{A}}$ is a restriction to $\mathcal{A}^{\prime}$ of a homomorphism $\tau_{G}$ of $G^{\prime}$ onto $G$. Then $\tau_{G}$ induces a mapping $\tau_{\mathcal{C}}$ of $\mathcal{C}^{\prime}=\mathcal{C}\left(G^{\prime}, \mathcal{A}^{\prime}\right)$ (isomorphic to $\mathcal{G}^{\prime}$ ) onto $\mathcal{C}=\mathcal{C}(G, \mathcal{A})$ (isomorphic to $\mathcal{G}$ ):

$$
\tau_{\mathcal{C}}: G_{i}^{\prime} g^{\prime} \mapsto G_{i} \tau_{G}\left(g^{\prime}\right)
$$

for all $1 \leq i \leq n$ and $g^{\prime} \in G^{\prime}$.
Lemma 1.4.3 The mapping $\tau_{\mathcal{C}}$ is a covering of geometries.
Proof. By the definition $\tau_{\mathcal{C}}$ preserves the type function. If $G_{i}^{\prime} h^{\prime}$ and $G_{j}^{\prime} k^{\prime}$ are incident (contain a common element $g^{\prime}$, say) then their images both contain the element $\tau_{G}\left(g^{\prime}\right)$ and hence they are incident as well. Thus $\tau_{\mathcal{C}}$ is a morphism of geometries. By (1.4.2) and the flag-transitivity of $G^{\prime}$, $\tau_{\mathcal{C}}$ maps the residue of $x^{\prime}$ in $\mathcal{G}^{\prime}$ onto the residue of $\tau_{\mathcal{C}}\left(x^{\prime}\right)$ in $\mathcal{G}$ and the result follows.

In the above terms $G$ and $G^{\prime}$ are two completions of the same amalgam $\mathcal{A} \cong \mathcal{A}^{\prime}$. In general one can not guarantee that one of the completions is a homomorphic image of the other one. But this can be guaranteed if one of the completions is universal.

With $G$ and $\mathcal{A}$ as above, let $\widetilde{G}=U(\widetilde{\mathcal{A}})$ be the universal completion of an amalgam $\widetilde{\mathcal{A}}=\left\{\widetilde{G}_{i} \mid 1 \leq i \leq n\right\}$ and suppose that $\widetilde{\mathcal{A}}$ possesses an isomorphism $\widetilde{\tau}_{\mathcal{A}}$ onto $\mathcal{A}$. Since $\widetilde{G}$ is a universal completion of $\widetilde{\mathcal{A}}$ by (1.4.3) the geometry $\widetilde{\mathcal{G}}:=\mathcal{C}(\widetilde{G}, \widetilde{\mathcal{A}})$ possesses a covering $\widetilde{\tau}_{\mathcal{C}}$ onto $\mathcal{G}=\mathcal{C}(G, \mathcal{A})$. We formulate this in the following lemma.

Lemma 1.4.4 Let $G$ be a faithful completion of the amalgam $\mathcal{A}$. Then there is a covering of $\widetilde{\mathcal{G}}=\mathcal{C}(\widetilde{G}, \widetilde{\mathcal{A}})$ onto $\mathcal{C}(G, \mathcal{A})$.

The following result was established independently in [Pasi85], [Ti86] and in an unpublished manuscript by the second author of the present book (who claims that the first author lost it) dated around 1984.

Theorem 1.4.5 The covering $\widetilde{\tau}_{\mathcal{C}}$ is universal.
Proof. Let

$$
\widehat{\tau}: \widehat{\mathcal{G}} \rightarrow \mathcal{G}
$$

be the universal covering. Let $\widehat{\Phi}=\left\{\widehat{x}_{1}, \ldots, \widehat{x}_{n}\right\}$ be a maximal flag in $\widehat{\mathcal{G}}$ being mapped under $\widehat{\tau}$ onto the maximal flag $\Phi=\left\{x_{1}, \ldots, x_{n}\right\}$ in $\mathcal{G}$ (i.e., $\widehat{\tau}\left(\widehat{x}_{i}\right)=x_{i}$ for $\left.1 \leq i \leq n\right)$.

For $g \in G_{i}$ let us define an automorphism $\widehat{g}=\widehat{g}^{(i)}$ of $\widehat{\mathcal{G}}$ as follows. First $\widehat{x}_{i}^{\widehat{g}}=\widehat{x}_{i}$. Next, if $\widehat{x} \in \widehat{\mathcal{G}}$ is arbitrary, in order to define $\widehat{x}^{\widehat{g}}$ we proceed in the following way. Consider a path

$$
\widehat{\gamma}=\left(\widehat{y}_{0}=\widehat{x}_{i}, \widehat{y}_{1}, \ldots, \widehat{y}_{m}=\widehat{x}\right)
$$

in $\widehat{\mathcal{G}}$ joining $\widehat{x}_{i}$ with $\widehat{x}$ (such a path exists since $\widehat{\mathcal{G}}$ is connected). Let

$$
\gamma=\left(y_{0}=x_{i}, y_{1}, \ldots, y_{m}\right)
$$

be the image of $\widehat{\gamma}$ under $\widehat{\tau}$ (i.e., $y_{j}=\widehat{\tau}\left(\widehat{y}_{j}\right)$ for $0 \leq j \leq m$ ) and let

$$
\gamma^{g}=\left(y_{0}^{g}=y_{0}=x_{i}, y_{1}^{g}, \ldots, y_{m}^{g}\right)
$$

under the element $g$. Then, since $\gamma^{g}$ is a path starting at $x_{i}$, there is a unique path

$$
\widehat{\gamma^{g}}=\left(\widehat{y_{0}^{g}}=\widehat{y}_{0}=\widehat{x}_{i}, \widehat{y_{1}^{g}}, \ldots, \widehat{y_{m}^{g}}\right)
$$

in $\widehat{\mathcal{G}}$ starting at $\widehat{x}_{i}$ and being mapped onto $\gamma^{g}$ under $\widehat{\tau}$. We define $\widehat{x}^{g}$ to be the end term of $\widehat{\gamma^{g}}$ (i.e., $\widehat{y_{m}^{g}}$ in the above terms). First we show that $\widehat{g}$ is well defined, which means it is independent on the particular choice of the path $\widehat{\gamma}$ joining $\widehat{x}_{i}$ and $\widehat{x}$. Suppose that $\widehat{\gamma}$ and $\widehat{\delta}$ are paths both starting at $\widehat{x}_{i}$ and ending at $\widehat{x}$. Then by a theorem from algebraic topology [Sp66] since $\widehat{\tau}$ is universal, the corresponding images $\gamma$ and $\delta$ are homotopic. Since $g$ is an automorphism of $\mathcal{G}$, it maps the pairs of homotopic paths onto the pairs of homotopic paths. Hence $\gamma^{g}$ and $\delta^{g}$ are homotopic, which means that the end terms of their liftings $\widehat{\gamma^{g}}$ and $\widehat{\delta^{g}}$ coincide. Thus $\widehat{g}$ is well defined. Finally it is easy to see from the definition that $\widehat{g}$ is an automorphism of $\widehat{\mathcal{G}}$.

Let

$$
\widehat{G}_{i}=\left\{\widehat{g}=\widehat{g}^{(i)} \mid g \in G_{i}\right\}
$$

It is straightforward to check that $\widehat{g_{1} g_{2}}=\widehat{g}_{1} \widehat{g}_{2}$ and $\widehat{g^{-1}}=\widehat{g}^{-1}$. So $\widehat{G}_{i}$ is a group and $\lambda_{i}: g \mapsto \widehat{g}^{(i)}$ is a surjective homomorphism. It is also clear that for $\widehat{g} \in \widehat{G}_{i}$ the preimage $\lambda_{i}^{-1}(\widehat{g})$ is a uniquely determined element of $G_{i}$, so $\lambda_{i}$ is an isomorphism of $G_{i}$ onto $\widehat{G}_{i}$. Let $\widehat{\mathcal{A}}=\left\{\widehat{G}_{i} \mid 1 \leq i \leq n\right\}$ be the amalgam formed by the subgroups $\widehat{G}_{i}$ and $\lambda$ be the mapping of $\mathcal{A}$ onto $\widehat{\mathcal{A}}$ whose restriction to $G_{i}$ coincides with $\lambda_{i}$ for every $1 \leq i \leq n$. We claim that $\lambda$ is an isomorphism of amalgams. Since the $\lambda_{i}$ are group isomorphisms, in order to achieve this, it is sufficient to show that $\lambda$ is well defined. Namely for $g \in G_{i} \cap G_{j}$ we have to show that $\widehat{g}^{(i)}=\widehat{g}^{(j)}$. Let $\widehat{x} \in \widehat{\mathcal{G}}$ and suppose that $\widehat{\gamma}=\left(\widehat{x}_{i}=\widehat{y}_{0}, \widehat{y}_{1}, \ldots, \widehat{y}_{m}=\widehat{x}\right)$ is a path used to define the image of $\widehat{x}$ under $\widehat{g}^{(i)}$. Swapping $i$ and $j$ if necessary, we assume that $\widehat{y}_{1} \neq \widehat{x}_{j}$. Then the path $\widehat{\delta}=\left(\widehat{x}_{j}, \widehat{y}_{0}, \ldots, \widehat{y}_{m}=\widehat{x}\right)$ can be used to define the image of $\widehat{x}$ under $\widehat{g}^{(j)}$. Since $g$ fixes the path $\left(x_{j}, x_{i}\right)$ it is quite clear that the lifted paths $\widehat{\gamma^{g}}$ and $\widehat{\delta^{g}}$ have the same end term. Hence the images of $\widehat{x}$ under $\widehat{g}^{(i)}$ and $\widehat{g}^{(j)}$ coincide. Since the element $\widehat{x}$ was arbitrary, we conclude that $\widehat{g}^{(i)}=\widehat{g}^{(j)}$.

Thus $\mu:=\lambda^{-1}$ is an isomorphism of $\widehat{\mathcal{A}}$ onto $\mathcal{A}$. Let $\widehat{G}$ be the subgroup in the automorphism group of $\widehat{\mathcal{G}}$ generated by $\widehat{\mathcal{A}}$. Then clearly $\mu$ induces a homomorphism of $\widehat{G}$ onto $G$ which commutes with the covering $\widehat{\tau}$. Since $G_{i}$ is the stabilizer of $x_{i}$ in $G$ and $\widehat{G}_{i}$ maps isomorphically onto $G_{i}$ under $\mu$, we conclude that $\widehat{G}_{i}$ is the stabilizer of $\widehat{x}_{i}$ in $\widehat{G}$. Now by (1.4.1) we observe that $\widehat{\mathcal{G}}$ is isomorphic to $\mathcal{C}(\widehat{G}, \widehat{\mathcal{A}})$ and since we have proved that $\widehat{\mathcal{A}}$ is isomorphic to $\mathcal{A} \cong \widetilde{\mathcal{A}}$, by (1.4.3) there must be a covering $\bar{\tau}$ of $\widetilde{\mathcal{G}}$ onto $\widehat{\mathcal{G}}$. Since $\widehat{\tau}$ is universal, $\bar{\tau}$ must be an isomorphism and hence $\widetilde{\tau}_{\mathcal{C}}$ is universal as well.

The following direct consequence of Theorem 1.4.5 is very useful.

Corollary 1.4.6 Suppose that a geometry $\mathcal{G}$ of rank $n \geq 3$ is simply connected and $G$ is a group acting flag-transitively (and possibly unfaithfully) on $\mathcal{G}$. Then $G$ is the universal completion of the amalgam $\mathcal{A}(G, \mathcal{G})$.

### 1.5 Representations of geometries

We say that a geometry $\mathcal{G}$ of rank $n$ belongs to a string diagram if all rank 2 residues of type $\{i, j\}$ for $|i-j|>1$ are generalized digons. In this case the types on the diagram usually increase rightward from 1 to $n$. The elements which correspond, respectively, to the leftmost, the second left, the third left and the rightmost nodes on the diagram will be called points, lines, planes and hyperplanes:


The graph $\Gamma=\Gamma(\mathcal{G})$ on the set of points of $\mathcal{G}$ in which two points are adjacent if and only if they are incident to a common line is called the collinearity graph of $\mathcal{G}$.

Given such a geometry $\mathcal{G}$ and a vector space $V$, one can ask is it possible to define a mapping $\varphi$ from the element set of $\mathcal{G}$ onto the set of proper subspaces of $V$, such that $\operatorname{dim} \varphi(x)$ is uniquely determined by the type of $x$ and whenever $x$ and $y$ are incident, either $\varphi(x) \leq \varphi(y)$ or $\varphi(y) \leq \varphi(x)$ ? This question leads to a very important and deep theory of presheaves on geometries which was introduced and developed in [RSm86] and [RSm89]. A special class of the presheaves, described below, has played a crucial rôle in the classification of $P$ - and $T$-geometries.

Let $\mathcal{G}$ be a geometry with elements of one type called points and elements of some other type called lines. Unless stated otherwise, if $\mathcal{G}$ has a string diagram, the points and lines are as defined above. Suppose that $\mathcal{G}$ is of $G F(2)$-type which means that every line is incident to exactly three points. Let $\Pi$ and $L$ denote, respectively, the point set and the line set of $\mathcal{G}$. In order to simplify the notation we will assume that every line is uniquely determined by the triple of points it is incident to. Let $V$ be a vector space over $G F(2)$. A natural representation of (the point-line incidence system associated with) $\mathcal{G}$ is a mapping $\varphi$ of $\Pi \cup L$ into the set of subspaces of $V$ such that
(i) $V$ is generated by $\operatorname{Im} \varphi$,
(ii) $\operatorname{dim} \varphi(p)=1$ for $p \in \Pi$ and $\operatorname{dim} \varphi(l)=2$ for $l \in L$,
(iii) if $l \in L$ and $\{p, q, r\}$ is the set of points incident to $l$, then $\{\varphi(p), \varphi(q), \varphi(r)\}$ is the set of 1-dimensional subspaces in $\varphi(l)$.

If $\mathcal{G}$ possesses a natural representation then it possesses the universal abelian representation $\varphi_{a}$ such that any other natural representation is a
composition of $\varphi_{a}$ and a linear mapping. The $G F(2)$-vector-space underlying the universal natural representation (considered as an abstract group with additive notation for the group operation) has the presentation

$$
\begin{gathered}
V(\mathcal{G})=\left\langle v_{p}, p \in P\right| v_{p}+v_{p}=0 ; \quad v_{p}+v_{q}=v_{q}+v_{p} \text { for } p, q \in P \\
\left.v_{p}+v_{q}+v_{r}=0, \text { if }\{p, q, r\}=l \in L\right\rangle
\end{gathered}
$$

and the universal representation itself is defined by

$$
\varphi_{a}: p \mapsto v_{p} \text { for } p \in P
$$

and

$$
\varphi_{a}: l \mapsto\left\langle v_{p}, v_{q}, v_{r}\right\rangle \text { for }\{p, q, r\}=l \in L
$$

In this case $V(\mathcal{G})$ will be called the universal representation module of $\mathcal{G}$. Notice that $V(\mathcal{G})$ can be defined for any geometry with three points on a line and the group might be non-trivial even if $\mathcal{G}$ does not possess a natural representation.

Natural representations of geometries usually provide a nice model for geometries and "natural" modules for their automorphism groups. Besides that, in a certain sense natural representations control extensions of geometries. Below we explain this claim.

Let $\mathcal{G}$ be a geometry of rank at least 3 with a string diagram such that the residue of a flag of cotype $\{1,2\}$ is a projective plane of order 2 , so that the diagram of $\mathcal{G}$ has the following form:


Let $G$ be a flag-transitive automorphism group of $\mathcal{G}$. Let $p$ be a point of $\mathcal{G}$ (an element of type 1), $G_{1}=G(p)$ and $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$. Then the points and lines of $\mathcal{H}$ are the lines and planes of $\mathcal{G}$ incident to $p$. Let $K$ be the kernel of the (flag-transitive) action of $G_{1}$ on $\mathcal{H}$, let $U$ be the action induced by $K$ on the set of points collinear to $p$ and suppose that $U \neq 1$. Let $l=\{p, q, r\}$ be a line containing $p$. Since every $k \in K$ stabilizes the flag $\{p, l\}$ it either fixes $q$ and $r$ or swaps these two points. Furthermore, since $U \neq 1$ and $G_{1}$ acts transitively on the point-set of $\mathcal{H}$, some elements of $K$ must swap $q$ and $r$. Hence $U$ is a non-identity elementary abelian 2-group (which can be treated as a $G F(2)$-vector space). The set of elements in $U$ which fix $l$ point-wise is a hyperplane $U(l)$ in $U$. Let $U^{*}$ be the dual space of $U$ and $U^{*}(l)$ be the 1 -subspace in $U^{*}$ corresponding to $U(l)$. Then we have a mapping

$$
\varphi: l \mapsto U^{*}(l)
$$

from the point-set of $\mathcal{H}$ into the set of 1-spaces in $U^{*}$. We claim that $\varphi$ defines a natural representation of $\mathcal{H}$. For this purpose consider a plane $\pi$ in $\mathcal{G}$ containing $l$. By the diagram the set $\mathcal{F}=\operatorname{res}_{\mathcal{G}}^{-}(\pi)$ of points and lines in $\mathcal{G}$ incident to $\pi$ form a projective plane $p g(2,2)$ of order 2. By the flagtransitivity of $G$ the subgroup $G_{3}=G(\pi)$ acts flag-transitively on $\mathcal{F}$. The
subgroup $K$ is contained in $G_{3}$ and since $U \neq 1, K$ induces on $\mathcal{F}$ a nontrivial action (whose order is a power of 2 ). Since $p g(2,2)$ possesses only one flag-transitive automorphism group of even order, we conclude that $G_{3}$ induces on $\mathcal{F}$ the group $L_{3}(2)$. Then $G_{1} \cap G_{3}$ induces $S y m_{4} \cong 2^{2}$. Sym $_{3}$ on $\mathcal{F}$ and since $K$ is a normal 2 -subgroup in $G_{1}$ contained in $G_{3}$, we observe that the action of $U$ on $\mathcal{F}$ is of order $2^{2}$. Let $l_{1}=l, l_{2}$ and $l_{3}$ be the lines incident to both $p$ and $\pi$. Then by the above the $U\left(l_{i}\right)$ are pairwise different hyperplanes for $1 \leq i \leq 3$ and $U\left(l_{i}\right) \cap U\left(l_{j}\right)$ is the kernel of the action of $U$ on $\mathcal{F}$ (having codimension 2 in $U$ ) for all $1 \leq i<j \leq 3$. In dual terms this means that the $U^{*}\left(l_{i}\right)$ are pairwise different 1 -spaces and

$$
\left\langle U^{*}\left(l_{i}\right) \mid 1 \leq i \leq 3\right\rangle
$$

is 2-dimensional. Hence $\varphi$ is a natural representation and we have the following.

Proposition 1.5.1 Let $\mathcal{G}$ be a geometry with diagram of the form

let $G$ be a flag-transitive automorphism group of $\mathcal{G}$, let $p$ be a point in $\mathcal{G}$ (an element of the leftmost type on the diagram), let $K(p)$ be the kernel of the action of $G(p)$ on $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$, let $U$ be the action which $K(p)$ induces on the set of points collinear to $p$ and suppose that $U \neq 1$. Then $U$ is an elementary abelian 2-group, whose dual $U^{*}$ supports a natural $G(p) / K(p)$-admissible representation of $\operatorname{res}_{\mathcal{G}}(p)$, in particular, $U^{*}$ is a quotient of $V(\mathcal{H})$.

When we follow an inductive approach to classification of geometries, we can assume that $\mathcal{H}$ and its flag-transitive automorphism groups are known and we are interested in geometries $\mathcal{G}$ which are extensions of $\mathcal{H}$ by the projective plane edge in the diagram. Then the section $U$ is either trivial or related to a natural representation of $\mathcal{H}$. In particular this section is trivial if $\mathcal{H}$ does not possess a natural representation. In practice it often happens that in this case there are no extensions of $\mathcal{H}$ at all. One of the reasons the the following result.

Proposition 1.5.2 In the hypothesis of (1.5.1) let let $\bar{H}$ be the action induced by $G(p)$ on $\mathcal{H}$ (so that $\bar{H} \cong G(p) / K(p)$ ). Let $l$ and $\pi$ be a line and a plane in $\mathcal{G}$ incident to $p$ (which are a point and a line in $\mathcal{H}$ ). Suppose further that
(i) $U=1$ (which always holds when $V(\mathcal{H})$ is trivial);
(ii) $\bar{H}(\pi)$ induces $S_{3} m_{3}$ on the set lines incident to both $p$ and $\pi$.

Then $\bar{H}(l)$ contains a subgroup of index 2 .
Proof. The stabilizer $G(\pi)$ of $\pi$ in $G$ induces a flag-transitive action $X$ of the residual projective plane of order 2 formed by the points and lines in
$\mathcal{G}$ incident to $\pi$. Hence by [Sei73] $X \cong L_{3}(2)$ or $X \cong F_{7}^{3}$. By (ii) the latter case is impossible. Hence $G(l)$ induces $S y m_{3}$ on the set of point-set of $l$ (we can see this action already in $G(l) \cap G(\pi)$ assuming that $l$ and $\pi$ are incident). Hence the point-wise stabilizer of $l$ has index 2 in $G(p) \cap G(l)$. Finally by (i) $K(p)$ fixes every point collinear to $p$ and hence the index 2 subgroup contains $K(p)$.

For various reasons it is convenient to consider a non-abelian version of natural representations. The universal representation group of a geometry $\mathcal{G}$ with 3 points on every line has the following definition in terms of generators and relations:

$$
\left.R(\mathcal{G})=\left\langle z_{p}, p \in \Pi\right| z_{p}^{2}=1, z_{p} z_{q} z_{r}=1 \text { if }\{p, q, r\}=l \in L\right\rangle
$$

It is easy to observe that $V(\mathcal{G})=R(\mathcal{G}) /[R(\mathcal{G}), R(\mathcal{G})]$. Notice that generators $z_{p}$ and $z_{q}$ of $R(\mathcal{G})$ commute whenever $p$ and $q$ are collinear. There are geometries whose universal representation groups are perfect. In particular, the geometries $\mathcal{G}\left(J_{4}\right), \mathcal{G}(B M)$ and $\mathcal{G}(M)$ have non-trivial representation groups while their representation modules are trivial.

We had originally introduced the notion of non-abelian representations in order to simplify and to make more conceptional the non-existence proofs for abelian representations, which are important for the classification of amalgams of maximal parabolics. But this notion eventually led to a completely new research area in the theory of groups and geometries [Iv01]. It turned out that the knowledge of these representations is crucial for construction of affine and $c$-extensions of geometries. More recently the calculation of the universal representation group of $\mathcal{G}(M)$ has been used in a new identification of the famous $Y_{555}$-group with the Bimonster (cf. Section 8.6 in [Iv99]).

## Part I

## Representations

## Chapter 2

## General features

In this chapter we present some technique for calculating representations of geometries of $G F(2)$-type, i.e., with three points on a line. In the last two sections we discuss some applications of the representations for construction of $c$-extensions of geometries and non-split extensions of groups and modules.

### 2.1 Terminology and notation

Let $\mathcal{S}=(\Pi, L)$ be a point-line incidence system with 3 points on every line. This simply means that $\Pi$ is a finite set and $L$ is a set of 3 -element subsets of $\Pi$. We define the universal representation group of $\mathcal{S}$ by the following generators and relations:

$$
\left.R(\mathcal{S})=\left\langle z_{p}, p \in \Pi\right| z_{p}^{2}=1, z_{p} z_{q} z_{r}=1 \text { if }\{p, q, r\}=l \in L\right\rangle
$$

So the generators of $R(\mathcal{S})$ are indexed by the points from $\Pi$ subject to the following relations: the square of every generator is the identity; the product (in any order) of three generators corresponding to the point-set of a line is the identity. The universal representation of $\mathcal{S}$ is the pair $\left(R(\mathcal{S}), \varphi_{u}\right)$ where $\varphi_{u}$ is the mapping of $\Pi$ into $R(\mathcal{S})$ defined by

$$
\varphi_{u}: p \mapsto z_{p} \text { for } p \in \Pi
$$

Let $\psi: R(\mathcal{S}) \rightarrow R$ be a surjective homomorphism and $\varphi$ be the composition of $\varphi_{u}$ and $\psi$ (i.e., $\varphi(p)=\psi\left(\varphi_{u}(p)\right)$ for every $\left.p \in \Pi\right)$. Then $(R, \varphi)$ is a representation of $\mathcal{S}$. Thus a representation of $\mathcal{S}$ is a pair $(R, \varphi)$ where $R$ is a group and $\varphi$ is a mapping of $\Pi$ into $R$ such that
(R1) $R$ is generated by the image of $\varphi$;
(R2) $\varphi(p)^{2}=1$ for every $p \in \Pi$;
(R3) whenever $\{p, q, r\}$ is a line, the equality $\varphi(p) \varphi(q) \varphi(r)=1$ holds.
If in addition $R$ is abelian, i.e.,
(R4) $[\varphi(p), \varphi(q)]=1$ for all $p, q \in \Pi$,
then the representation is said to be abelian. The order of a representation $(R, \varphi)$ is the order of $R$.

Let $V(\mathcal{S})$ be the largest abelian factor group of $R(\mathcal{S})$ (i.e., the quotient of $R(\mathcal{S})$ over its commutator subgroup), $\psi$ be the corresponding homomorphism and $\varphi_{a}$ be the composition of $\varphi_{u}$ and $\psi$. Then $\left(V(\mathcal{S}), \varphi_{a}\right)$ is the universal abelian representation and $V(\mathcal{S})$ is the universal representation module of $\mathcal{S}$.

Let $G$ be an automorphism group of $\mathcal{S}$. Then the action

$$
\left(z_{p}\right)^{g}=z_{p^{g}} \text { for } p \in \Pi \text { and } g \in G
$$

defines a homomorphism $\chi$ of $G$ into the automorphism group of $R(\mathcal{S})$. Let $(R, \varphi)$ be an arbitrary representation and $N$ be the kernel of the homomorphism of $R(\mathcal{S})$ onto $R$. Then $(R, \varphi)$ is said to be $G$-admissible if and only if $N$ is $\chi(G)$-invariant. In this case the action $\varphi(p)^{g}=\varphi\left(p^{g}\right)$ defines a homomorphism of $G$ into the automorphism group of $R$. The universal representation is clearly Aut $\mathcal{S}$-admissible and so is a representation for which the kernel of the homomorphism $\psi$ is a characteristic subgroup in $R(\mathcal{S})$. In particular $\left(V(\mathcal{S}), \varphi_{a}\right)$ is Aut $\mathcal{S}$-admissible.

If $\mathcal{G}$ is a geometry one type of whose elements are called points, some other type is called lines and every line is incident to exactly three points then by a representation of $\mathcal{G}$ we understand representations of its pointline incidence system and we denote by $\left(R(\mathcal{G}), \varphi_{u}\right)$ and by $\left(V(\mathcal{G}), \varphi_{a}\right)$ the universal and the universal abelian such representations.

The group $V(\mathcal{S})$ is abelian generated by elements of order at most 2 . Hence it is an elementary abelian 2 -group and can be treated as a $G F(2)$ vector space. In this terms $V(\mathcal{S})$ is the quotient of the power space $2^{\Pi}$ of $\Pi$ (the set of all subsets of $\Pi$ with addition performed by the symmetric difference operator) over the image of $2^{L}$ with respect to the incidence map which sends a line $l \in L$ onto its point-set (which is an element of $2^{\Pi}$ ).

Then the $G F(2)$-dimension of $V(\mathcal{S})$ is the number of points minus the $G F(2)$-rank of the incidence matrix whose rows are indexed by the lines in $L$, columns are indexed by the points in $\Pi$ and the $(l, p)$-entry is 1 if $p \in l$ and 0 otherwise (notice that every row contains exactly three nonzero entries equal to 1 ). Thus the question about the dimension of the universal representation module can (at least in principle) be answered by means of linear algebra over $G F(2)$.

The universal representation module $V(\mathcal{S})$ is a $G F(2)$-module for the automorphism group Aut $\mathcal{S}$ and there is a natural bijection between the Aut $\mathcal{S}$-admissible abelian representations and $G$-submodules in $V(\mathcal{S})$. The following easy lemma shows that in the point-transitive case $V(\mathcal{S})$ does not contain codimension 1 submodules.

Lemma 2.1.1 Let $\mathcal{S}=(\Pi, L)$ be a point-line incidence system with 3 points on every line, $G$ be a group of automorphisms of $\mathcal{S}$ which acts transitively on $\Pi$ and suppose that there is at least one line. Then there are no $G$-admissible representations of order 2 .

Proof. Suppose that $(R, \varphi)$ is a $G$-admissible representation of order 2, say $R=\{1, f\}$. Since $R$ is generated by the image of $\varphi$, the representation is $G$-admissible and $G$ is point-transitive, $\varphi(p)=f$ for every $p \in \Pi$. Then if $l=\{p, q, r\}$ is a line, we have

$$
\varphi(p) \varphi(q) \varphi(r)=f^{3}=f \neq 1
$$

contrary to the assumption that $\varphi$ is a representation.
Let $(R, \varphi)$ be a representation of $\mathcal{S}=(\Pi, L)$ and $\Lambda$ be a subset of $\Pi$. Put

$$
R[\Lambda]=\langle\varphi(y) \mid y \in \Lambda\rangle
$$

(the subgroup in $R$ generated by the elements $\varphi(y)$ taken for all $y \in \Lambda$ ).
If $\varphi_{\Lambda}$ is the restriction of $\varphi$ to $\Lambda$ and $L(\Lambda)$ is the set of lines from $L$ contained in $\Lambda$, then we have the following

Lemma 2.1.2 $\left(R[\Lambda], \varphi_{\Lambda}\right)$ is a representation of $(\Lambda, L(\Lambda))$.
If the representation $(R, \varphi)$ in the above lemma is $G$-admissible for an automorphism group $G$ of $\mathcal{S}, H$ is the stabilizer of $\Lambda$ and $\bar{H}$ is the action induced by $H$ on $\Lambda$, then clearly $(\Lambda, L(\Lambda))$ is $\bar{H}$-admissible.

Now let $\Delta$ be a subset of $\Lambda$ and suppose that $R[\Delta]$ is normal in $R[\Lambda]$ (this is always the case when $R$ is abelian). Then $(R[\Lambda] / R[\Delta], \chi)$ is a representation of $\left(\Lambda, L(\Lambda)\right.$ ) (where $\chi$ is the composition of $\varphi_{\Lambda}$ and the homomorphism of $R[\Lambda]$ onto $R[\Lambda] / R[\Delta])$. The following observation is rather useful.

Lemma 2.1.3 Let $\{p, q, r\}$ be a line in $L(\Lambda)$ such that $p \in \Delta$. Then $\chi(q)=$ $\chi(r)$.

The following result is quite obvious.
Lemma 2.1.4 Let $\left(R_{i}, \varphi_{i}\right)$ be representations of $\mathcal{S}=(\Pi, L)$ for $1 \leq i \leq m$. Let

$$
R=R_{1} \times \ldots \times R_{m}=\left\{\left(r_{1}, \ldots, r_{m}\right) \mid r_{i} \in R_{i}\right\}
$$

be the direct product of the representation groups $R_{i}$ and $\varphi$ be the mapping which sends $p \in \Pi$ onto $\left(\varphi_{1}(p), \ldots, \varphi_{m}(p)\right) \in R$. Then $(\operatorname{Im} \varphi, \varphi)$ is a representation of $\mathcal{S}$.

The representation $(\operatorname{Im} \varphi, \varphi)$ in the above lemma will be called the product of the representations $\left(R_{i}, \varphi_{i}\right)$ and we will write

$$
(\operatorname{Im} \varphi, \varphi)=\left(R_{1}, \varphi_{1}\right) \times \ldots \times\left(R_{m}, \varphi_{m}\right)
$$

Notice that the representation group of the product is not always the direct product of the $R_{i}$ but rather a sub-direct product.

For the remainder of the chapter $\mathcal{S}=(\Pi, L)$ is a point-line incidence system with three points on every line and this system might or might not be a truncation of a geometry of rank 3 or more.

### 2.2 Collinearity graph

Let $\Gamma$ be the collinearity graph of the point-line incidence system $\mathcal{S}=(\Pi, L)$ which is a graph on the set of points in which two points are adjacent if they are incident to a common line. For $x, y \in \Pi$ by $d_{\Gamma}(x, y)$ we denote the distance from $x$ to $y$ in the natural metric of $\Gamma$. Notice that the set of points incident to a line is a triangle. For a vertex $x$ of $\Gamma$, as usual $\Gamma_{i}(x)$ denotes the set of vertices at distance $i$ from $x$ in $\Gamma$ and $\Gamma(x)=\Gamma_{1}(x)$.

For a vertex $x$ of $\Gamma$ and $0 \leq i \leq d$ put

$$
R_{i}(x)=\left\langle\varphi(y) \mid d_{\Gamma}(x, y) \leq i\right\rangle,
$$

or equivalently

$$
R_{i}(x)=R\left[\{x\} \cup \Gamma_{1}(x) \cup \ldots \cup \Gamma_{i}(x)\right] .
$$

If for some $i \geq 1$ the subgroup $R_{i-1}(x)$ is a normal subgroup in $R_{i}(x)$ (of course this is always the case when $R$ is abelian), we put

$$
\bar{R}_{i}(x)=R_{i}(x) / R_{i-1}(x) .
$$

Notice that $R_{0}(x)$ is in the centre of $R_{1}(x)$, so that $\bar{R}_{1}(x)$ is always defined.
We introduce a certain invariant of $\Gamma$ which will be used to obtain upper bounds on dimensions of $V(\mathcal{S})$. Let $\Sigma_{i}(x)$ be a graph on the set $\Gamma_{i}(x)$ in which two vertices $\{u, v\}$ are adjacent if there is a line containing $u, v$ and intersecting $\Gamma_{i-1}(x)$ (here $1 \leq i \leq d$ where $d$ is the diameter of $\Gamma$ ). Notice that $\Sigma_{i}(x)$ is a subgraph of $\Gamma$ but not necessarily the subgraph induced by $\Gamma_{i}(x)$ (the latter subgraph might contain more edges than $\Sigma_{i}(x)$ ). Let $c\left(\Sigma_{i}(x)\right)$ be the number of connected components of $\Sigma_{i}(x)$ and put

$$
\beta(\Gamma)=1+\min _{x \in \Pi}\left(\sum_{i=1}^{d} c\left(\Sigma_{i}(x)\right)\right) .
$$

Notice that in general $\beta(\Gamma)$ depends not only on the graph $\Gamma$ but also on the line set $L$, but if $\mathcal{S}=(\Pi, L)$ is flag-transitive, then $c\left(\Sigma_{i}(x)\right)=c\left(\Sigma_{i}(y)\right)$ for any $x, y \in \Pi$.

Lemma 2.2.1 $\operatorname{dim} V(\mathcal{S}) \leq \beta(\Gamma)$.
Proof. Let $(W, \varphi)$ be an abelian representation of $\mathcal{S}$ and $x \in \Gamma$. Then

$$
\operatorname{dim} W=1+\sum_{i=1}^{d} \operatorname{dim} \bar{W}_{i}(x)
$$

Let $u, v \in \Gamma_{i}(x)$ be adjacent in $\Sigma_{i}(x)$ and $l$ be a line containing $u, v$ and intersecting $\Gamma_{i-1}(x)$ in a point $w$, say. Then by (2.1.3)

$$
\left\langle\varphi(u), W_{i-1}(x)\right\rangle=\left\langle\varphi(v), W_{i-1}(x)\right\rangle .
$$

If $u_{1}, u_{2}, \ldots, u_{m}$ is a path in $\Sigma_{i}(x)$ then by the above $\left\langle\varphi\left(u_{j}\right), W_{i-1}\right\rangle$ is independent on the choice of $1 \leq j \leq m$. Hence all the points in a connected component of $\Sigma_{i}$ have the same image in $\bar{W}_{i}(x)$ and the result follows.

Lemma 2.2.2 Let $C=\left(y_{0}, y_{1}, \ldots, y_{m}=y_{0}\right)$ be a cycle in the collinearity graph $\Gamma$ of $\mathcal{S}$ and suppose that $z_{i}, 0 \leq i \leq m-1$, are points such that $\left\{y_{i}, y_{i+1}, z_{i}\right\} \in L$. Then for every representation $(R, \varphi)$ of $\mathcal{S}$ we have

$$
\varphi\left(z_{0}\right) \varphi\left(z_{1}\right) \ldots \varphi\left(z_{m-1}\right)=1
$$

Proof. Since $\mathcal{S}$ is of $G F(2)$-type, $\varphi(x) \varphi(x)=1$ for every point $x$, hence

$$
\varphi\left(y_{0}\right) \varphi\left(y_{1}\right) \varphi\left(y_{1}\right) \ldots \varphi\left(y_{m-1}\right) \varphi\left(y_{m-1}\right) \varphi\left(y_{0}\right)=1
$$

On the other hand, since $(R, \varphi)$ is a representation, we have $\varphi\left(z_{i}\right)=$ $\varphi\left(y_{i}\right) \varphi\left(y_{i+1}\right)$ which immediately gives the result.

Lemma 2.2.3 Suppose that $\bar{R}_{1}(x)=R_{1}(x) / R_{0}(x)$ is abelian for every $x \in$ $\Pi$. If $u, v \in \Pi$ with $d_{\Gamma}(u, v) \leq 2$ one of the following holds:
(i) $[\varphi(u), \varphi(v)]=1$;
(ii) $d_{\Gamma}(u, v)=2, \Gamma(u) \cap \Gamma(v)$ consists of a unique vertex $w$, say, and $[\varphi(u), \varphi(v)]=\varphi(w)$.

In particular, $\varphi(u)$ and $\varphi(v)$ commute if $d_{\Gamma}(u, v)=1$ or if $d_{\Gamma}(u, v)=2$ and there are more than one path of length 2 in $\Gamma$ joining $u$ and $v$.

Proof. If $u$ and $v$ are adjacent then $\varphi(u) \varphi(v)=\varphi(t)$ where $\{u, v, t\}$ is a line and hence $[\varphi(u), \varphi(v)]=1$. If $R_{1}(x)$ is abelian for every $x \in \Pi$ then again $\varphi(u)$ and $\varphi(v)$ commute. If $R_{1}(x)$ is non-abelian, then its commutator is $R_{0}(x)$ and the latter contains at most one non-identity element, which is $\varphi(x)$. Now the result is immediate.

### 2.3 Geometrical hyperplanes

A geometrical hyperplane $H$ in $\mathcal{S}$ is a proper subset of points such that every line is either entirely contained in $H$ or intersects it in exactly one point. The complement of $H$ is the subgraph in the collinearity graph of $\mathcal{S}$ induced by $\Pi \backslash H$. The following result is quite obvious.

Lemma 2.3.1 Let $\chi: \widetilde{\mathcal{S}} \rightarrow \mathcal{S}$ be a covering of geometries and $H$ be $a$ geometrical hyperplane in $\mathcal{S}$. Then $\chi^{-1}(H)$ is a geometrical hyperplane in $\widetilde{\mathcal{S}}$.

The following result shows that in the case when every line is incident to exactly 3 points the geometrical hyperplanes correspond to vectors in the dual of the universal representation module of the geometry. In particular, the universal representation module of a point-line incidence system $\mathcal{S}$ with 3 points per line is trivial if and only if $\mathcal{S}$ has no geometrical hyperplanes.
Lemma 2.3.2 Let $\left(V, \varphi_{a}\right)$ be the universal abelian representation of $\mathcal{S}$. Let $\chi$ be a mapping from the set of subspaces of codimension 1 in $V$ into the set of subsets of $\Pi$ such that for a subspace $W$ of codimension 1 we have

$$
\chi(W)=\left\{x \in \Pi \mid \varphi_{a}(x) \in W\right\}
$$

Then $\chi$ is a bijection onto the set of geometrical hyperplanes in $\mathcal{S}$.

Proof. For a subspace $W$ of codimension 1 in $V$ consider the quotient $V / W$ (which is a group of order 2) and the mapping

$$
\varphi_{W}: p \mapsto \varphi_{a}(p) W
$$

Then clearly $\left(V / W, \varphi_{W}\right)$ is a representation of $\mathcal{S}$. Since $V / W$ is of order 2, for every line from $L$ either for all or for exactly one of its points the image under $\varphi_{W}$ is 0 (equivalently the image under $\varphi_{a}$ is contained in $W$ ). Hence $\chi(W)$ is a geometrical hyperplane. On the other hand, if $H$ is a geometrical hyperplane in $\mathcal{S}$ we take $Z(H)$ to be a group of order 2 and define $\varphi_{H}$ to be the mapping which sends $p \in H$ onto 0 and $p \in \Pi \backslash H$ onto 1 (the non-zero element in $Z(H)$ ). Then it is immediate that $\left(Z(H), \varphi_{H}\right)$ is an abelian representation. Since $\left(V, \varphi_{a}\right)$ is universal there is a homomorphism $\psi$ of $V$ onto $Z(H)$ such that $\varphi_{H}$ is the composition of $\varphi_{a}$ and $\psi$ and the kernel of $\psi$ is the codimension 1 subspace in $V$, corresponding to $H$.

By the above lemma the universal abelian representation can be reconstructed from the geometrical hyperplanes in the following way. Let $H_{1}, \ldots, H_{m}$ be the set of geometrical hyperplanes in $\mathcal{S}, Z\left(H_{i}\right)=\{0,1\}$ be a group of order 2 and $\varphi_{H_{i}}: \Pi \rightarrow Z\left(H_{i}\right)$ be the mapping, such that $\varphi_{H_{i}}(p)=0$ if $p \in H_{i}$ and $\varphi_{H_{i}}(p)=1$ otherwise.

Lemma 2.3.3 The universal abelian representation $\left(V_{a}, \varphi_{a}\right)$ of $\mathcal{S}$ is isomorphic to the product of the representations $\left(Z\left(H_{i}\right), \varphi_{H_{i}}\right)$ taken for all the geometrical hyperplanes $H_{i}$ in $\mathcal{S}$.

Proof. Let $V_{1}, \ldots, V_{m}$ be the set of all subgroups of index 2 in $V_{a}$ and suppose that $\chi\left(V_{i}\right)=H_{i}$ in terms of (2.3.2). Define a mapping $\psi$ from $V$ into the direct product of $Z\left(H_{1}\right) \times \ldots \times Z\left(H_{m}\right)$ by $\psi(v)=\left(\alpha_{1}(v), \ldots, \alpha_{m}(v)\right)$, where $\alpha_{i}(v)=0$ if $v \in V_{i}$ and $\alpha_{i}(v)=1$ otherwise. It is easy to see that $\psi$ is a representation homomorphism of $\left(V_{a}, \varphi_{a}\right)$ onto the product of the $\left(Z\left(H_{i}\right), \varphi_{H_{i}}\right)$, which proves the universality of the product.

Corollary 2.3.4 If $(V, \varphi)$ is a representation of $\mathcal{S}$ such that $V$ is generated by the images under $\varphi$ of the points from a geometrical hyperplane $H$ in $\mathcal{S}$. Then the product $(V, \varphi) \times\left(Z(H), \varphi_{H}\right)$ possesses a proper representation homomorphism onto $(V, \varphi)$, in particular the latter is not universal.

The next lemma generalizes this observation for the case of non-abelian representations.

Lemma 2.3.5 Let $(R, \varphi)$ be a representation of $\mathcal{S}$. Suppose that $H$ is a geometrical hyperplane in $\mathcal{S}$ such that the elements $\varphi(x)$ taken for all $x \in H$ generate the whole $R$. Then the representation group of the product $(R, \varphi) \times\left(Z(H), \varphi_{H}\right)$ is the direct product of $R$ and the group $Z(H)$ of order 2.

The following result gives us a sufficient criterion for the universal representation group to be infinite.

Lemma 2.3.6 Suppose that $H$ is a geometrical hyperplane in $\mathcal{S}$ whose complement consists of $m$ connected components. Then $R(\mathcal{S})$ possesses a homomorphism onto a group, freely generated by $m$ involutions. In particular, $R(\mathcal{S})$ is infinite if $m \geq 2$.

Proof. Let $A_{1}, \ldots, A_{m}$ be the connected components of the complement of $H$. Let $D$ be a group freely generated by $m$ involutions $a_{1}, \ldots, a_{m}$. Let $\psi$ be the mapping from $\Pi$ into $D$, such that $\psi(x)=a_{i}$ if $x \in A_{i}, 1 \leq i \leq m$, and $\psi(x)$ is the identity element of $D$ if $x \in H$. It is easy to check that $(D, \psi)$ is a representation of $\mathcal{S}$ and the result follows.

Lemma 2.3.7 Suppose that for every point $x \in \Pi$ there is a partition $\Pi=A(x) \cup B(x)$ of $\Pi$ into disjoint subsets $A(x)$ and $B(x)$ such that the following conditions are satisfied:
(i) the graph $\Xi$ on $\Pi$ with the edge set $E(\Xi)=\{(x, y) \mid y \in B(x)\}$ is connected and undirected (the latter means that $x \in B(y)$ whenever $y \in B(x))$;
(ii) for every $x \in \Pi$ the graph $\Sigma^{x}$ on $B(x)$ with the edge set $E\left(\Sigma^{x}\right)=$ $\{\{u, v\} \mid\{u, v, w\} \in L$ for some $w \in A(x)\}$ is connected.

Suppose that $(R, \varphi)$ is a representation of $\mathcal{S}$ such that $[\varphi(x), \varphi(y)]=1$ whenever $y \in A(x)$. Then the commutator subgroup of $R$ has order at most 2.

Proof. For $x, y \in \Pi$ let $c_{x y}=[\varphi(x), \varphi(y)]$ and $C_{x y}$ be the subgroup in $R$ generated by $c_{x y}$. Then by the assumption $c_{x y}=1$ if $y \in A(x)$. Let $\{u, v, w\}$ be a line in $L$ such that $\{u, v\}$ is an edge in $\Sigma^{x}$ and $w \in A(x)$. Since $\varphi(u)=\varphi(w) \varphi(v)$ by definition of the representation and $[\varphi(x), \varphi(w)]=1$, we have

$$
\begin{aligned}
c_{x u}=[\varphi(x), \varphi(u)]=[\varphi(x), \varphi(w) \varphi(v)] & = \\
{[\varphi(x), \varphi(w)]^{\varphi(v)}[\varphi(x), \varphi(v)]=[\varphi(x), \varphi(v)] } & =c_{x v}
\end{aligned}
$$

This calculation together with the connectivity of $\Sigma^{x}$ implies that $C_{x u}$ is independent on the particular choice of $u \in B(x)$ and will be denoted by $C_{x}$. Since

$$
c_{x y}=[\varphi(x), \varphi(y)]=[\varphi(y), \varphi(x)]^{-1}=c_{y x}^{-1}
$$

we also have $C_{x y}=C_{y x}$, which means that $C_{x}=C_{y}$ whenever $y \in B(x)$, i.e., whenever $x$ and $y$ are adjacent in the graph $\Xi$ as in $(i)$. Since $\Xi$ is undirected and connected, $C_{x}$ is independent on the choice of $x$ and will be denoted by $C$. By the definition $\varphi(x)^{-1} c_{x y} \varphi(x)=c_{x y}^{-1}$ which means that $C$ is inverted by the element $\varphi(x)$ for every $x \in \Pi$. Now if $\{x, y, z\} \in L$ then $\varphi(x)=\varphi(y) \varphi(z)$ and hence $\varphi(x)$ also centralizes $C$ which means that the order of $C$ is at most 2 . Since $R$ is generated by the elements $\varphi(x)$, taken for all $x \in \Pi$ we also observe that $C$ is in the centre of $R$, in particular, it is normal in $R$. Since the images of $\varphi(x)$ and $\varphi(y)$ in $R / C$ commute for all $x, y \in \Pi$ we conclude that the order of the commutator subgroup of $R$ is at most the order of $C$ and the result follows.

Suppose that the conditions in (2.3.7) are satisfied and $R$ is non-abelian. Then $C=R^{\prime}$ is of order 2 generated by an element $c$, say. One can see from the proof of (2.3.7) that in the considered situation $[\varphi(x), \varphi(y)]=c$ whenever $y \in B(x)$ and we have the following

Corollary 2.3.8 Suppose that the conditions in (2.3.7) are satisfied and $R$ is non-abelian. Let $(V, \psi)$ be the abelian representation where $V=R / R^{\prime}$ and $\psi(x)=\varphi(x) R^{\prime} / R^{\prime}$. Then the mapping $\chi: V \times V \rightarrow G F(2)$ such that $\chi(\varphi(x), \varphi(y))=0$ if $y \in A(x)$ and $\chi(\varphi(x), \varphi(y))=1$ if $y \in B(x)$ is a nonzero bilinear symplectic form. In particular, $A(x)$ is a hyperplane for every $x \in \Pi$.

Corollary 2.3.9 Suppose that in the conditions of (2.3.8) the representation $(R, \varphi)$ is $G$-admissible for a group $G$ (which is the case, for instance, if $(R, \varphi)$ is the universal representation and $G=\operatorname{Aut} \mathcal{S})$. Then the mapping $\chi$ is $G$-invariant.

### 2.4 Odd order subgroups

Let $G$ be a flag-transitive automorphism group of $\mathcal{S}=(\Pi, L)$ and suppose that $E$ is a normal subgroup in $G$ of odd order. Let $\overline{\mathcal{S}}=(\bar{\Pi}, \bar{L})$ be the quotient of $\mathcal{S}$ with respect to $E$ (so that $G$ commutes with the covering $\mathcal{S} \rightarrow \overline{\mathcal{S}})$. Let $(V, \varphi)$ be the universal abelian representation of $\mathcal{S}$. Let $V^{z}=C_{V}(E)$ and $V^{c}=[V, E]$ so that $V=V^{z} \oplus V^{c}$ and let $\varphi^{z}$ and $\varphi^{c}$ be the mappings of the point set of $\mathcal{S}$ into $V^{z}$ and $V^{c}$, respectively, such that $\varphi(x)=\varphi^{z}(x)+\varphi^{c}(x)$ for every $x \in \Pi$.

Lemma 2.4.1 In the above notation $\left(V^{z}, \varphi^{z}\right)$ is the universal abelian representation of $\overline{\mathcal{S}}$.

Proof. Since the mapping $\varphi^{z}$ is constant on every $E$-orbit on the set of points of $\mathcal{S}$, it is easy to see that $\left(V^{z}, \varphi^{z}\right)$ is a representation of $\overline{\mathcal{S}}$. Let $(W, \psi)$ be the universal representation of $\overline{\mathcal{S}}$ and $\chi$ be the natural morphism of $\mathcal{S}$ onto $\overline{\mathcal{S}}$. Then it is easy to see that $(W, \psi \chi)$ is a representation of $\mathcal{S}$ and in the induced action of $G$ on $W$ the subgroup $E$ is in the kernel. Since $V$ is the universal representation module of $\mathcal{S}, W$ is a quotient of $V$. Furthermore, if $U$ is the kernel of the homomorphism of $V$ onto $W$ then $U$ contains $V^{c}$. This shows that $U=V^{c}$ and $W \cong V^{z}$.

Lemma 2.4.2 Let $V_{1}$ and $V_{2}$ be $G F(2)$-vector spaces and $\mathcal{S}=(\Pi, L)$ be the point-line incidence system such that $\Pi=V_{1}^{\#} \times V_{2}^{\#}$ and whose lines are the triples $\{(a, x),(b, x),(a+b, x)\}$ and the triples $\{(a, x),(a, y),(a, x+y)\}$, for all $a, b \in V_{1}^{\#}, x, y \in V_{2}^{\#}$. Then the universal representation group of $\mathcal{S}$ is abelian, isomorphic to the tensor product $V_{1} \otimes V_{2}$.

Proof. Let $(R, \varphi)$ be the universal representation of $\mathcal{S}$. Then the following sequence of equalities for $a, b \in V_{1}^{\#}, x, y \in V_{2}^{\#}$ imply the commutativity of $R$ :

$$
\varphi(a, x) \varphi(b, y)=\varphi(a+b, x) \varphi(b, x) \varphi(b, y)=
$$

$$
\begin{gathered}
\varphi(a+b, x) \varphi(b, x+y)=\varphi(a+b, y) \varphi(a+b, x+y) \varphi(b, x+y)= \\
\varphi(b, y) \varphi(a, y) \varphi(a, x+y)=\varphi(b, y) \varphi(a, x) .
\end{gathered}
$$

The structure of $R$ now follows from the definition of the tensor product.
Suppose now that $\mathcal{S}=(\Pi, L)$ possesses an automorphism group $E$ of order 3 which acts fixed-point freely on the set $\Pi$ of points. Then every orbit of $E$ on $\Pi$ is of size 3 and we can adjoin these orbits to the set $L$ of lines. The point-line incidence system obtained in this way will be called the enrichment of $\mathcal{S}$ associated with $E$. We will denote this enriched system by $\mathcal{S}^{*}$.

Lemma 2.4.3 In terms introduced before (2.4.1) if $|E|=3$ then $\left(V^{c}, \varphi^{c}\right)$ is the universal abelian representation of $\mathcal{S}^{*}$.

Proof. Since $E$ acts fixed-point freely on $V^{c}, \varphi^{c}(x)+\varphi^{c}\left(x^{z}\right)+\varphi^{c}\left(x^{z^{2}}\right)=$ 0 for any $x \in \Pi$ and a generator $z$ of $E$.

Lemma 2.4.4 Let $\mathcal{S}^{*}$ be the enrichment of $\mathcal{S}$ associated with a fixed-point free subgroup $E$ of order 3 and $\left(R^{*}, \varphi\right)$ be a representation of $\mathcal{S}^{*}$. Let $x \in \Pi$ and $y$ be an image under $E$ of a point collinear to $x$. Then $[\varphi(x), \varphi(y)]=1$.

Proof. Let $x_{0}^{0}, x_{1}^{0}, x_{2}^{0}$ be the images of $x$ under $E, x_{0}^{1}, x_{1}^{1}, x_{2}^{1}$ be the images of $y$ under $E$. We assume that for $0 \leq i \leq 2$ the points $x_{i}^{0}$ and $x_{i}^{1}$ are collinear and that $x_{i}^{2}$ is the third point on the corresponding line. Let $\Phi=\left\{x_{i}^{j} \mid 0 \leq i \leq 2,0 \leq j \leq 2\right\}$ and $\Lambda$ be the set of lines of $\mathcal{S}^{*}$ contained in $\Phi$. Then the conditions of (2.4.2) are satisfied for $(\Phi, \Lambda)$ with

$$
V_{1}=\left\langle\varphi\left(x_{i}^{0}\right) \mid 0 \leq i \leq 2\right\rangle, V_{2}=\left\langle\varphi\left(x_{0}^{j}\right) \mid 0 \leq j \leq 2\right\rangle
$$

and hence the elements $\varphi(z)$ taken for all $z \in \Phi$ generate in $R^{*}$ an abelian subgroup of order at most 16.

The technique presented in the remainder of the section was introduced in [Sh93] to determine the universal representation modules of the geometries $\mathcal{G}\left(3^{\left[{ }_{2}^{n}\right]_{2}} \cdot S_{2 n}(2)\right)$ for $n \geq 3$ and $\mathcal{G}\left(3^{23} \cdot C o_{2}\right)$.

In terms introduced at the beginning of the section assume that $E$ is an elementary abelian 3 -group normal in $G$ so that $E$ is a $G F(3)$-module for $\bar{G}=G / E$ and that $V^{c} \neq 0$. Since the characteristic of $V^{c}$ is 2 , by Maschke's theorem $V^{c}$ is a direct sum of irreducible $E$-modules. Let $U$ be one of these irreducibles. Since $V^{c}=[V, E], U$ is non-trivial, hence it is 2-dimensional and $E$ induces on $U$ an action of order 3. The kernel of this action is an index 3 subgroup in $E$. A subgroup $Y$ of index 3 in $E$ is said to be represented if $V_{Y}^{c}:=C_{V^{c}}(Y) \neq 0$. Let $\Xi$ be the set of all represented subgroups (of index 3 ) in $E$. Then we have a decomposition

$$
V^{c}=\bigoplus_{Y \in \Xi} V_{Y}^{c}
$$

which is clearly $G$-invariant with respect to the action $\left(V_{Y}^{c}\right)^{g}=V_{Y^{g}}^{c}$ for $g \in G$.

Let $x \in \Pi$ be a point and let $E(x)=E \cap G(x)$ be the stabilizer of $x$ in $E$. Since $E$ is abelian, $E(x)$ depends only on the image $\bar{x}$ of $x$ in $\bar{\Pi}$, so we can put $E(\bar{x})=E(x)$. Thus for every point $x$ we obtain a subgroup $E(\bar{x})$ in $E$ normalized by $G(\bar{x})$. Put $\widehat{E}=E / E(\bar{x})$ and adopt the hat convention for subgroups in $E$. We will assume that the following condition is satisfied.
(M) The elementary abelian 3 -group $\widehat{E}$ is generated by a $G(x)$-invariant set $\mathcal{B}=\left\{B_{i} \mid i \in I\right\}$ of distinct subgroups of order 3. There is a structure of a connected graph $\Sigma$ on the index set $I$ such that whenever $\{i, j\} \subset I$ is an edge of $\Sigma$ and $B_{i j}:=\left\langle B_{i}, B_{j}\right\rangle$, there is a line $\{x, u, w\} \in L$ containing $x$ such that the intersections of $B_{i j}$ with $\widehat{E}(\bar{u})$ and $\widehat{E}(\bar{w})$ together with $B_{i}$ and $B_{j}$ form the complete set of subgroups of order 3 in the group $B_{i j}$ (which is elementary abelian of order 9).

For a point $x \in \Pi$ and a represented subgroup $Y \in \Xi$ let $v_{x, Y}$ be the projection of $\varphi^{c}(x)$ into $V_{Y}^{c}$ and put

$$
S(\bar{x})=\left\{Y \in \Xi \mid v_{x, Y} \neq 0\right\}=\left\{\bar{x} \in \bar{\Pi} \mid v_{x, Y}=0\right\} .
$$

(notice that $S(\bar{x})$ indeed does not depend on the particular choice of the preimage $x$ of $\bar{x}$ in $\Pi$ ). For a represented subgroup $Y \in \Xi$ put

$$
\Omega_{Y}=\{\bar{x} \in \bar{\Pi} \mid Y \notin S(\bar{x})\}
$$

Notice that if $\bar{x} \notin \Omega_{Y}$ then $E(\bar{x}) \leq Y$.
Proposition 2.4.5 If ( $\mathbf{M}$ ) holds then $\Omega_{Y}$ is a geometrical hyperplane in $\overline{\mathcal{S}}$ for every $Y \in \Xi$.

Proof. Choose $Y \in \Xi$. Since $V^{c}$ is generated by the vectors $\varphi^{c}(y)$ taken for all $y \in \Pi$, there is $x \in \Pi$ such that $v_{x, Y} \neq 0$ and hence there is $\bar{x} \in \bar{\Pi}$ outside $\Omega_{Y}$ and so the latter is a proper subset of $\bar{\Pi}$. If $l=\{x, u, w\} \in L$ then since $\left(V^{c}, \varphi^{c}\right)$ is a representation, $v_{x, Y}+v_{u, Y}+v_{w, Y}=0$ which shows that every line from $\bar{L}$ intersects $\Omega_{Y}$ in 0,1 or 3 points and all we have to show is that the intersection is never empty.

Suppose to the contrary that both $\bar{u}$ and $\bar{w}$ are not in $\Omega_{Y}$ (where $\{\bar{x}, \bar{u}, \bar{w}\}$ is a line in $\bar{L})$. Consider $\widehat{E}=E / E(\bar{x})$. Since $\bar{x} \notin \Omega_{Y}$, we have $E(\bar{x}) \leq Y$ which shows that the image $\widehat{Y}$ of $Y$ in $\widehat{E}$ is a proper hyperplane in $\widehat{E}$. Consider the generating set $\mathcal{B}$ from (M). By the flag-transitivity, $G(x)$ acts transitively on the set of lines passing through $x$. This together with (M) implies that there is an edge $\{i, j\}$ of $\Sigma$ such that $B_{i j}$ is generated by its intersections with $E(\bar{u})$ and $E(\bar{w})$. Since both $\bar{u}$ and $\bar{w}$ are not in $\Omega_{Y}$ we have $B_{i}, B_{j} \leq \widehat{Y}$. Let $k \in I \backslash\{j\}$ be adjacent to $i$ in $\Sigma$ and $\left\{\bar{x}, \bar{u}^{\prime}, \bar{w}^{\prime}\right\}$ be a line in $\bar{L}$ such that the intersections of $B_{i k}$ with $\widehat{E}\left(\bar{u}^{\prime}\right)$ and $\widehat{E}\left(\bar{v}^{\prime}\right)$ are of order 3 distinct from each other and also from $B_{i}$ and $B_{k}$. Since at least one of $\bar{u}^{\prime}$ and $\bar{w}^{\prime}$ is not contained in $\Omega_{Y}$, the corresponding intersection is contained in $\widehat{Y}$, since we know already that $B_{i} \leq \widehat{Y}$ this gives $B_{k} \leq \widehat{Y}$. Finally, since $\Sigma$ is connected we obtain $\widehat{Y}=\widehat{E}$, a contradiction.

The above proof also suggests how one can reconstruct $Y$ from $\Omega_{Y}$. For a geometrical hyperplane $\Omega$ in $\overline{\mathcal{S}}$ put

$$
Y(\Omega)=\langle E(\bar{x}) \mid x \notin \Omega\rangle .
$$

Lemma 2.4.6 Suppose that (M) holds and $\Omega$ is a geometrical hyperplane in $\overline{\mathcal{S}}$. Then
(i) the index of $Y(\Omega)$ in $E$ is at most 3 ;
(ii) if $Y \in \Xi$ is represented, then $Y=Y\left(\Omega_{Y}\right)$.

Proof. Let $x \in \Pi \backslash \Omega$. Then by the definition $E(\bar{x}) \leq Y(\Omega)$. Consider $\widehat{E}=E / E(\bar{x})$. Let $\{i, j\}$ be an edge of $\Sigma$. Then there is a line $\{x, u, w\}$ such that among the four subgroups in $B_{i j}$ one is contained in $\widehat{E}(\bar{u})$ and one is in $\widehat{E}(\bar{w})$. Since one of the points $u$ and $w$ is contained in $\Omega$, a subgroup of order 3 in $B_{i j}$ is contained in $\widehat{Y(\Omega)}$. Hence the images in $\widehat{E} / \widehat{Y(\Omega)}$ of $B_{i}$ and $B_{j}$ coincide. Since $\{i, j\}$ was an arbitrary edge of $\Sigma$ and the latter is connected, we obtain (i). In the proof of (2.4.5) we observed that $E(x) \leq Y$ whenever $x \notin \Omega_{Y}$. Hence (ii) follows from (i) and (2.4.5).

A geometrical hyperplane $\Omega$ in $\overline{\mathcal{S}}$ is said to be acceptable if

$$
Y(\Omega):=\langle E(\bar{x}) \mid x \notin \Omega\rangle \neq E
$$

By (2.4.6) every $\Omega_{Y}$ is acceptable. Thus the number of represented subgroups in $E$ (the cardinality of $\Xi$ ) is at most the number of acceptable hyperplanes in $\overline{\mathcal{S}}$.

Now in order to bound the dimension of $V^{c}$ it is sufficient to bound the dimension of $V_{Y}^{c}$ for a represented subgroup $Y$ in $E$. Notice that a line which is not in $\Omega_{Y}$ has exactly two of its points outside $\Omega_{Y}$. Hence all such lines define in a natural way a structure of a graph on the complement of $\Omega_{Y}$. Let $n_{Y}$ be the number of connected components of this graph.

Lemma 2.4.7 Suppose that (M) holds. Then $\operatorname{dim} V_{Y}^{c} \leq 2 n_{Y}$.
Proof. Let $T$ be the complement of $\Omega_{Y}$. It is clear that $V_{Y}^{c}$ is spanned by the vectors $v_{x, Y}$ taken for all points $x \in T$. For a fixed $x$ its image $\bar{x}$ in $\overline{\mathcal{S}}$ is the $E$-orbit containing $x$. Hence the vectors $v_{u, Y}$ taken for all $u \in \bar{x}$ generate a 2 -dimensional irreducible $E$-submodule (if fact any $E$ orbit on the non-zero elements of $V_{Y}^{c}$ spans a 2-dimensional irreducible $E$ submodule. Let $x, u$ be collinear points in $T$. Then by (2.4.5) there exists a line $\bar{l}=\{\bar{x}, \bar{u}, \bar{w}\}$ in $\overline{\mathcal{S}}$ such that $\bar{w} \in \Omega_{Y}$. Choose a line $l=\{x, u, w\}$ of $\mathcal{S}$ which is a preimage of $\bar{l}$. Since

$$
v_{x, Y}+v_{u, Y}+v_{w, Y}=0 \text { and } v_{w, Y}=0
$$

we obtain $v_{x, Y}=v_{u, Y}$. Hence the points in every connected component of $T$ correspond to the same 2-dimensional $E$-submodule of $V_{Y}^{c}$ and the result follows.

By (2.3.6) the existence of a geometrical hyperplane whose complement induces a disconnected subgraph in the collinearity graph forces the universal representation group to be infinite. In view of (2.4.7) this observation implies the following.

Corollary 2.4.8 Suppose that (M) holds and the universal representation group of $\overline{\mathcal{S}}$ is finite. Then $\operatorname{dim} V_{Y}^{c} \leq 2$.

### 2.5 Cayley graphs

In some circumstances calculation of the universal representation of a pointline incidence system can be reduced to calculation of the universal cover of a certain Cayley graph with respect to a class of triangles.

Let $\mathcal{S}=(\Pi, L)$ be a point-line incidence system with 3 points on a line, $(Q, \psi)$ be a representation of $\mathcal{S}$ and suppose that $\psi$ is injective. Then

$$
\psi(\Pi):=\{\psi(x) \mid x \in \Pi\}
$$

is a generating set of $Q$ and we can consider the Cayley graph $\Theta:=$ $\operatorname{Cay}(Q, \psi(\Pi))$ of $Q$ with respect to this generating set. This means that the vertices of $\Theta$ are the elements of $Q$ and such two elements $q$ and $p$ are adjacent if $q p^{-1} \in \psi(\Pi)$. Since $\psi(\Pi)$ consists of involutions, $\Theta$ is undirected. If $e$ is the identity element of $Q$ (considered as a vertex of $\Theta$ ) then $\psi$ establishes a bijection of $\Pi$ onto $\Theta(e)=\psi(\Pi)$. A triangle $T=\{p, q, r\}$ in $\Theta$ will be called geometrical if $\left\{p q^{-1}, q r^{-1}, r p^{-1}\right\}$ is a line from $L$. If $\{x, y, z\} \in L$ then $\{e, \psi(x), \psi(y)\}$ is a geometrical triangle and all geometrical triangles containing $e$ are of this form.

Let $(\widetilde{\widetilde{Q}}, \widetilde{\psi})$ be another representation of $\mathcal{S}$ such that there is a representation homomorphism $\chi: \widetilde{Q} \rightarrow Q$. Since $\chi$ is a representation homomorphism, it maps vertices adjacent in $\widetilde{\Theta}:=\operatorname{Cay}(\widetilde{Q}, \widetilde{\psi}(\Pi))$ onto vertices adjacent in $\Theta$. Since in addition the valencies of both $\widetilde{\Theta}$ and $\Theta$ are equal to $|\Pi|, \chi$ induces a covering of $\widetilde{\Theta}$ onto $\Theta$ (denoted by the same letter $\chi$ ). Furthermore one can easily see that a connected component of the preimage under $\chi$ of a geometrical triangle in $\Theta$ is a geometrical triangle in $\widetilde{\Theta}$ which shows that the geometrical triangles in $\Theta$ are contractible with respect to $\chi$.

Lemma 2.5.1 In the above terms let $(R, \varphi)$ be the universal representation of $\mathcal{S}$ and $\sigma: R \rightarrow Q$ be the corresponding homomorphism of representations. Then the induced covering

$$
\sigma: C a y(R, \varphi(\Pi)) \rightarrow \Theta
$$

is universal among the covers with respect to which the geometrical triangles are contractible.

Proof. Let $\delta: \widehat{\Theta} \rightarrow \Theta$ be the universal cover with respect to the geometrical triangles in $\Theta$. By the universality property the group of deck transformations acts regularly on every fiber and since $Q$ acts regularly on
$\Theta$, the group $\widehat{Q}$ of all liftings of elements of $Q$ to automorphisms of $\widehat{\Theta}$ acts regularly on the vertex set of $\widehat{\Theta}$. This means that $\widehat{\Theta}$ is a Cayley graph of $\widehat{Q}$. Let $\widehat{e}$ be a preimage of $e$ in $\widehat{\Theta}$. Then a vertex $\widehat{f} \in \widehat{\Theta}$ can be identified with the unique element in $\widehat{Q}$ which maps $\widehat{e}$ onto $\widehat{f}$ and under this identification $\delta$ is a homomorphism of $\widehat{Q}$ onto $Q$. Since $\delta$ is a covering of graphs, it induces a bijection $\beta$ of $\widehat{\Theta}(\widehat{e})$ onto $\Theta(e)$ and since $\psi$ is a bijection of $\Pi$ onto $\Theta(e)$ the mapping $\varphi:=\beta^{-1} \psi$ is a bijection of $\Pi$ onto $\widehat{\Theta}(\widehat{e})$. We claim that $\varphi(x)$ is an involution for every $x \in \Pi$. The claim follows from the fact that $\delta$ is a covering of graphs, $\delta(\varphi(x))=\psi(x)$ is an involution and $\widehat{Q}$ acts regularly on $\widehat{\Theta}$. Let $\{x, y, z\} \in L$. Since the geometrical triangles are contractible with respect to $\delta, \varphi(x)$ and $\varphi(y)$ are adjacent in $\widehat{\Theta}$ which means that the element $\alpha:=\varphi(x) \varphi(y)$ belongs to the set $\varphi(\Pi)$ of generators. Since $\delta(\alpha)=\psi(z)$ we have $\alpha=\varphi(z)$ and hence $\widehat{Q}$ is a representation group of $\mathcal{S}$. The universality of $\delta$ implies that $\widehat{Q}$ is the universal representation group, i.e., $\widehat{Q}=R$.

### 2.6 Higher ranks

Let $\mathcal{S}=(\Pi, L)$ be as above, $(R, \varphi)$ be a representation of $\mathcal{S}, \Lambda$ be a subset of $\Pi$ and $L(\lambda)$ be the set of lines contained in $\Lambda$. Let $\varphi[\Lambda]$ be the subgroup in $R$ generated by the elements $\varphi(x)$ taken for all $x \in \Lambda$ and $\varphi_{\Lambda}$ be the restriction of $\varphi$ to $\Lambda$. The following result is quite obvious.

Lemma 2.6.1 The pair $\left(\varphi[\Lambda], \varphi_{\Lambda}\right)$ is a representation of $(\Lambda, L(\Lambda))$.
Suppose now that $\mathcal{S}$ is the point-line incidence system of a geometry $\mathcal{G}$ of rank $n \geq 3$ with the diagram of the form

so that $(R, \varphi)$ is also a representation of $\mathcal{G}$. For an element $u \in \mathcal{G}$ define $\varphi^{*}(u)$ to be the subgroup in $R$ generated by the elements $\varphi(x)$ taken for all points $x$ incident to $u$. In this way for a point $x$ the element $\varphi(x)$ is identified with the subgroup $\varphi^{*}(x)$ in $R$ it generates. For $u$ as above let $\varphi_{u}$ be restriction of $\varphi$ to the set of points in $\mathcal{G}$ incident to $u$. Then by (2.6.1) $\left(\varphi^{*}(u), \varphi_{u}\right)$ is a representation of the point-line incidence system with the point-set $\Pi \cap \operatorname{res}_{\mathcal{G}}(u)$ and whose lines are those of $\mathcal{G}$ contained in this set. In particular if $u$ is a plane of $\mathcal{G}$ then $\left(\varphi^{*}(u), \varphi_{u}\right)$ is a representation of the projective plane $\operatorname{pg}(2,2)$ of order 2 formed by the points and lines of $\mathcal{G}$ incident to $u$, in particular $\varphi^{*}(u)$ is abelian of order at most $2^{3}$.

Let $x$ be a point in $\mathcal{G}$ and $\mathcal{S}_{x}=\left(\Pi_{x}, L_{x}\right)$ be the point-line system of $\operatorname{res}_{\mathcal{G}}(x)$, which means that $\Pi_{x}$ and $L_{x}$ are the lines and planes in $\mathcal{G}$ incident to $x$.

Lemma 2.6.2 In the above terms let $(R, \varphi)$ be a representation of $\mathcal{G}, x$ be a point of $\mathcal{G}, R_{1}(x)$ be the subgroup in $R$ generated by the elements $\varphi(y)$ taken for all points $y$ collinear to $x, \bar{R}_{1}(x)=R_{1}(x) / \varphi(x)$. Let

$$
\varphi_{x}: u \mapsto \varphi^{*}(u) / \varphi^{*}(x)
$$

for $u \in \Pi_{x}$. Then $\left(\bar{R}_{1}(x), \varphi_{x}\right)$ is a representation of $\operatorname{res}_{\mathcal{G}}(x)$. Furthermore, let $G$ be an automorphism group of $\mathcal{G}$ such that $(R, \varphi)$ is $G$-admissible and let $\bar{G}(x)$ be the action which $G(x)$ induces on $\operatorname{res}_{\mathcal{G}}(x)$, then $\left(\bar{R}_{1}(x), \varphi_{x}\right)$ is $\bar{G}(x)$-admissible.

Proof. For $y \in \Pi_{x}$ the order of $\varphi^{*}(y) / \varphi^{*}(x)$ is at most 2 and hence the condition (R2) is satisfied. Let $\pi \in L_{x}$ (a plane in $\mathcal{G}$ containing $x$ ), $l_{1}, l_{2}, l_{3}$ be the lines in $\mathcal{G}$ incident to both $x$ and $\pi$ and $y_{i} \in l_{i} \backslash\{x\}$ for $1 \leq i \leq 3$ be such points that $\left\{y_{1}, y_{2}, y_{3}\right\}$ is a line of $\mathcal{G}$, then $\varphi\left(y_{1}\right) \varphi\left(y_{2}\right) \varphi\left(y_{3}\right)=1$ which implies (R3).

The above result possesses the following reformulation in terms of the collinearity graph $\Gamma$ of $\mathcal{G}$.

Lemma 2.6.3 Let $(R, \varphi)$ be a representation of $\mathcal{G}$ which is $G$-admissible for an automorphism group $G$ of $\mathcal{G}$, let $\Gamma$ be the collinearity graph of $\mathcal{G}$, let $x$ be a point and $\bar{G}(x)$ be the action induced by $G(x)$ on $\operatorname{res}_{\mathcal{G}}(x)$,

$$
R_{1}(x)=\langle\varphi(y) \mid y \in \Gamma(x)\rangle
$$

$R_{0}(x)=\langle\varphi(x)\rangle, \bar{R}_{1}(x)=R_{1}(x) / R_{0}(x)$. Then $\bar{R}_{1}(x)$ is a $\bar{G}(x)$-admissible representation group of $\operatorname{res}_{\mathcal{G}}(x)$.

Let us repeat the definition of the mapping $\varphi_{x}$ which turns $\bar{R}_{1}(x)$ into a representation group. A point of $\operatorname{res}_{\mathcal{G}}(x)$ is a line $l$ in $\mathcal{G}$ containing $x$, say $l=\left\{x, y_{1}, y_{2}\right\}$, then

$$
\varphi_{x}: l \mapsto \varphi\left(y_{1}\right) R_{0}(x)=\varphi\left(y_{2}\right) R_{0}(x)
$$

Suppose that $\mathcal{G}$ belongs to a string diagram and the residue of an element of type $n$ (the rightmost on the diagram) is the projective space $\operatorname{pg}(n-1,2)$ of rank $n-1$ over $G F(2)$ (this is the case when $\mathcal{G}$ is a $P$ - or $T$-geometry) and $G$ is a flag-transitive automorphism group of $\mathcal{G}$. If $(R, \varphi)$ is a non-trivial $G$-admissible representation (i.e., $R \neq 1$ ) then $\varphi(u)$ is abelian of order $2^{i}$ whenever $u$ is a an element of type $i$ in $\mathcal{G}$.

## $2.7 \quad c$-extensions

Let $\mathcal{G}$ be a geometry of rank $n \geq 2$ with diagram of the form

(in particular $\mathcal{G}$ can be $P$ - or $T$-geometry) and $G$ be a flag-transitive automorphism group of $\mathcal{G}$. Let $(R, \varphi)$ be a $G$-admissible representation of $\mathcal{G}$. Suppose that the representation is non-trivial in the sense that the order of $R$ is not 1 . Then it follows from the flag-transitivity that $\varphi$ maps the point-set of $\mathcal{G}$ into the set of involutions in $R$. Let us extend $\varphi$ to a mapping $\varphi^{*}$ from the element-set of $\mathcal{G}$ into the set of subgroups in $R$ as we did in Section 2.6 (i.e., for $x \in \mathcal{G}$ define $\varphi^{*}(x)$ to be the subgroup generated by
the involutions $\varphi(p)$ taken for all points $p$ incident to $x$.) Since $(R, \varphi)$ is $G$-admissible, for an element $x$ of type $1<i \leq n$ in $\mathcal{G}$ the pair $\left(\varphi^{*}, \varphi_{x}\right)$ is a $G(x)$-admissible representation of $\operatorname{res}_{\mathcal{G}}^{-}(x)$, where $\varphi_{x}$ is the restriction of $\varphi$ to the set of points incident to $x$. Since $\operatorname{res}_{\mathcal{G}}^{-}(x)$ is the $G F(2)$-projective geometry of rank $i-1$, it follows from (3.1.2) that $\varphi^{*}(x)$ is elementary abelian of order $2^{i}$.

Definition 2.7.1 In the above terms the representation $(R, \varphi)$ is separable if $\varphi^{*}(x)=\varphi^{*}(y)$ implies $x=y$ for all $x, y \in \mathcal{G}$.

Suppose that the representation $(R, \varphi)$ is separable. Then we can identify every element $x \in \mathcal{G}$ with its image $\varphi^{*}(x)$ so that the incidence relation is via inclusion. Define a geometry $\mathcal{A F}(\mathcal{G}, R)$ of rank $n+1$ by the following rule. The elements of type 1 are the elements of $R$ (also considered as the right cosets of the identity subgroup) and for $j>1$ the elements of type $j$ are all the right cosets of the subgroups $\varphi^{*}(x)$ for all elements $x$ of type $j-1$ in $\mathcal{G}$; the incidence relation is via inclusion.

Proposition 2.7.2 The following assertions hold:
(i) $\mathcal{A} \mathcal{F}(\mathcal{G}, R)$ is a geometry with the diagram

(ii) the residue of an element of type 1 in $\mathcal{A F}(\mathcal{G}, R)$ is isomorphic to $\mathcal{G}$;
(iii) the semidirect product $H:=R: G$ with respect to the natural action is a flag-transitive automorphism group of $\mathcal{A} \mathcal{F}(\mathcal{G}, R)$;
(iv) if ( $\widetilde{R}, \widetilde{\varphi})$ is another representation of $\mathcal{G}$ and

$$
\chi: \widetilde{R} \rightarrow R
$$

is a representation homomorphism, then $\chi$ induces a 2 -covering

$$
\psi: \mathcal{A F}(\mathcal{G}, \widetilde{R}) \rightarrow \mathcal{A} \mathcal{F}(\mathcal{G}, R)
$$

Proof. Let $\alpha$ be the element of type 1 in $\mathcal{H}=\mathcal{A} \mathcal{F}(\mathcal{G}, R)$ which is the identity element of $R$. Then the elements of $\mathcal{H}$ incident to $\alpha$ are exactly the subgroups $\varphi(x)^{*}$ representing the elements of $\mathcal{G}$. Since $(R, \varphi)$ is separable, this shows that $\operatorname{res}_{\mathcal{H}}(\alpha) \cong \mathcal{G}$. Clearly $R: G$ (and even $R$ ) acts transitively on the set of elements of type 1 in $\mathcal{H}$ and hence (ii) follows. It follows from the definition that if $X_{i}$ and $X_{j}$ are incident elements in $\mathcal{H}$ of type $i$ and $j$ respectively with $i<j$, then $X_{i} \subset X_{j}$. This shows that every maximal flag contains an element of type 1 and also that $\mathcal{H}$ belongs to a string diagram. Let $\gamma$ be an element of type 3 in $\mathcal{H}$ (without loss of generality we assume that $\gamma=\varphi^{*}(l)$ where $l$ is a line in $\mathcal{G}$.) Since $(R, \varphi)$ is separable, $\gamma$ is elementary abelian of order 4 . Now the elements of type 1 and 2 in $\mathcal{H}$ incident to $\gamma$ are the elements of $\varphi^{*}(l)$ and the cosets of the subgroups of
order 2 in $\varphi^{*}(l)$, respectively. Clearly this is the geometry with the diagram $\stackrel{\mathrm{C}}{\mathrm{C}} \quad{ }_{2}$, so (i) follows. (iii) follows directly from the definition of $\mathcal{H}$. For a homomorphism $\chi$ as in (iv) define a morphism $\psi$ of $\widetilde{\mathcal{H}}=\mathcal{A F}(\mathcal{G}, \widetilde{R})$ onto $\mathcal{H}$ by

$$
\psi\left(\widetilde{\varphi}^{*}(x) \widetilde{r}\right)=\varphi^{*}(x) \chi(\widetilde{r})
$$

where $x \in \mathcal{G}$ and $\widetilde{r} \in \widetilde{R}$. Then it is easy to see from the above that $\psi$ is a 2-covering (furthermore $\psi$ is an isomorphism when restricted to the residue of an element of type 1).

A geometry with the diagram as in (2.7.2 (i)) in which the residue of an element of type 1 is isomorphic to $\mathcal{G}$ will be called a $c$-extension of $\mathcal{G}$; the geometry $\mathcal{A} \mathcal{F}(\mathcal{G}, R)$ will be said to be an affine $c$-extension of $\mathcal{G}$.

Proposition 2.7.3 Let $\mathcal{G}$ be a geometry with the diagram

such that
(i) the number of lines passing through a point is odd.

Let $\mathcal{H}$ be a c-extension of $\mathcal{G}$ and $H$ be a flag-transitive automorphism group of $\mathcal{H}$ such that
(ii) any two elements of type 1 in $\mathcal{H}$ are incident to at most one common element of type 2;
(iii) $H$ contains a normal subgroup $R$ which acts regularly on the set of elements of type 1 in $\mathcal{H}$;
(iv) if $\left\{x_{1}, y_{1}\right\}$ is a pair of elements of type 1 in $\mathcal{H}$ incident to an element of type 2 then $y_{1}$ is the only element of type 1 incident with $x_{1}$ to a common element of type 2 , which is stabilized by $H\left(x_{1}\right) \cap H\left(y_{1}\right)$.

Then $R$ is a representation group of $\mathcal{G}$. If in addition $R$ is separable then $\mathcal{H} \cong \mathcal{A F}(\mathcal{G}, R)$.

Proof. Let $\alpha$ be an element of type 1 in $\mathcal{H}$. Then by (ii) there is a bijection $\nu$ of the point-set of $\mathcal{G}$ onto the set of elements of type 1 in $\mathcal{H}$ incident with $\alpha$ to a common element of type 2 . For a point $p$ of $\mathcal{G}$ let $r_{p}$ be the unique element in $R$ which maps $\alpha$ onto $\nu(p)$.

Claim 1: $r_{p}$ is an involution.
It is clear that $H(\alpha) \cap H(\nu(p))$ centralizes $r_{p}$ and hence it fixes elementwise the orbit of $\alpha$ under $r_{p}$. By (iv) this means that the image of $\alpha$ under $\left(r_{p}\right)^{-1}$ must be $\nu(p)$. Since $r_{p}$ acts regularly on the set of elements of type 1 in $\mathcal{H}$, the claim follows.

Let $\beta$ denote the unique element of type 2 incident to both $\alpha$ and $\nu(p)$.
Claim 2: $r_{p}$ fixes $\operatorname{res}_{\mathcal{H}}^{+}(\beta)$ elementwise.

By Claim $1 r_{p}$ is an involution which commutes with

$$
H(\beta)=\left\langle H(\alpha) \cap H(\nu(p)), r_{p}\right\rangle
$$

while $H(\beta)$ acts transitively on the set $\Xi$ of elements of type 3 in $\mathcal{H}$ incident to $\beta$. By (i) the number of elements in $\Xi$ is odd and hence the claim follows.

Claim 3: If $\{p, s, t\}$ is the point-set of a line $l$ in $\mathcal{G}$, then $r_{p} r_{s} r_{t}=1$.
Let $\gamma$ be the element of type 3 in $\mathcal{H}$ which corresponds to $l$. Then by Claim $2\left\langle r_{p}, r_{s}, r_{t}\right\rangle$ is contained in $H(\gamma)$ and clearly it induces an elementary abelian group of order 4 on the set of four elements of type 1 incident to $\gamma$. Hence $r_{p} r_{s} r_{t}$ fixes each of these four elements. By (iii) the claim follows.

Thus if put $\varphi: p \mapsto r_{p}$ then by the above $(R, \varphi)$ is a representation of $\mathcal{G}$. The last sentence in the statement of the proposition is rather clear.

In certain circumstances the geometry $\mathcal{A F}(\mathcal{G}, R)$ possesses some further automorphisms. Indeed, suppose that in terms of (2.7.2) the representation group $R$ is a covering group of $G$, i.e., that

$$
G \cong \bar{R}:=R / Z(R)
$$

Let $\nu: r \mapsto \bar{r}$ be the natural homomorphism of $R$ onto $\bar{R}$. Then the group $H$ as in (2.7.2 (iii)) possesses a subgroup other than $R$ which also acts regularly on the point-set of $\mathcal{A F}(\mathcal{G}, R)$. Indeed, in the considered situation we have

$$
\left.H=\left\{r_{1}, \bar{r}_{2}\right) \mid r_{1}, r_{2} \in R\right\}
$$

with the multiplication

$$
\left(r_{1}, \bar{r}_{2}\right) \cdot\left(r_{1}^{\prime}, \overline{r_{2}^{\prime}}\right)=\left(r_{1} r_{2} r_{1}^{\prime} r_{2}^{-1}, \overline{r_{2} r_{2}^{\prime}}\right)
$$

and it is straightforward to check that

$$
S=\left\{\left(r, \overline{r^{-1}}\right) \mid r \in R\right\}
$$

is a normal subgroup in $H$, isomorphic to $R$. Furthermore, $S \cap R=Z(R)$, $[R, S]=1$ and $R S=H$. This shows that $H$ is the central product of $R$ and $S$. Thus $S$ acts regularly on the point-set of $\mathcal{A} \mathcal{F}(\mathcal{G}, R)$ and the geometry can be described in terms of cosets of certain subgroups in $S$ (compare (2.7.3)). In particular the automorphism of $H$ which swaps the two central product factors $R$ and $S$ is an automorphism of $\mathcal{A F}(\mathcal{G}, R)$ and we obtain the following.
Lemma 2.7.4 In terms of (2.7.2) suppose that $G \cong \bar{R}:=R / Z(R)$. Then $\widehat{H}=(R * R) .2$ (the central product of two copies of $R$ extended by the automorphism which swaps the central factors) is an automorphism group of $\mathcal{A} \mathcal{F}(\mathcal{G}, R)$.

The situation in (2.7.4) occurs when $\mathcal{G}$ is isomorphic to $\mathcal{G}\left(J_{4}\right), \mathcal{G}(B M)$ or $\mathcal{G}(M)$ and $R$ is the universal representation group of $\mathcal{G}$ isomorphic to $J_{4}$, $2 \cdot B M$ or $M$, respectively. It is not difficult to show that in each of the three cases $\widehat{H}=(R * R) .2$ is the full automorphism group of $\mathcal{A} \mathcal{F}(\mathcal{G}, R)$.

The following results were established in [FW99] and [StW01].

Proposition 2.7.5 Let $\mathcal{G}$ be a flag-transitive $P$-geometry of rank n, such that either $n=3$ and $\mathcal{G}=\mathcal{G}\left(M_{22}\right)$ or $n \geq 4$ and every rank 3 residual $P$-geometry in $\mathcal{G}$ is isomorphic to $\mathcal{G}\left(M_{22}\right)$. Let $\mathcal{H}$ be a non-affine flagtransitive, simply connected $c$-extension of $\mathcal{G}$ and $H$ be the automorphism group of $\mathcal{H}$. Then one of the following holds:
(i) $n=3$ and $H \cong 2 \cdot U_{6}(2) .2$;
(ii) $n=3$ and $H \cong M_{24}$;
(iii) $n=4, \mathcal{G}=\mathcal{G}\left(M_{23}\right)$ and $H \cong M_{24}$.

The geometry $\mathcal{H}$ in (2.7.5 (iii)) possess the following description in terms of the $S(5,8,24)$-Steiner system $(\mathcal{P}, \mathcal{B})$ (where $\mathcal{T}$ is the set of trios) (cf. Subsection 1.1 in [StW01]):

$$
\begin{gathered}
\mathcal{H}^{1}=\mathcal{P}, \\
\mathcal{H}^{2}=\left\{\left\{p_{1}, p_{2}\right\} \mid p_{1}, p_{2} \in \mathcal{P}\right\}, \\
\mathcal{H}^{3}=\left\{\left\{p_{1}, p_{2}, p_{3}, p_{4}\right\} \mid p_{i} \in \mathcal{P}, p_{i} \neq p_{j} \text { for } i \neq j\right\}, \\
\mathcal{H}^{4}=\left\{\left(B_{1},\left\{B_{2}, B_{3}\right\}\right) \mid\left\{B_{1}, B_{2}, B_{3}\right\} \in \mathcal{T}\right\}, \\
\mathcal{H}^{5}=\mathcal{B} .
\end{gathered}
$$

Incidences between elements of type 1,2 and 3 are by inclusion. An element $p \in \mathcal{H}^{1}$ is incident to an element $\left(B_{1},\left\{B_{2}, B_{3}\right\}\right) \in \mathcal{H}^{4}$ if $p \in B_{1}$ and to $B \in \mathcal{H}^{5}$ if $p \notin B$. Elements $x \in \mathcal{H}^{2} \cup \mathcal{H}^{3}$ and $y \in \mathcal{H}^{4} \cup \mathcal{H}^{5}$ are incident if all elements of $x$ are incident to $y$. The elements of type 5 in $\operatorname{res}_{\mathcal{H}}(x)$ for $x=\left(B_{1},\left\{B_{2}, B_{3}\right\}\right) \in \mathcal{H}^{4}$ are $B_{2}$ and $B_{3}$.

Proposition 2.7.6 Let $\mathcal{G}$ be a flag-transitive $T$-geometry of rank $n$ such that either $n=3$ and $\mathcal{G}=\mathcal{G}\left(M_{24}\right)$ or $n \geq 4$ and every rank 3 residual $T$-geometry in $\mathcal{G}$ is isomorphic to $\mathcal{G}\left(M_{24}\right)$. Then every flag-transitive $c$ extension of $\mathcal{G}$ is affine.

### 2.8 Non-split extensions

In this subsection we show that certain extensions of a representation group by a group of order 2 lead to larger representation groups. Notice that if $G$ is an automorphism group of a geometry $\mathcal{G}$ and $(R, \varphi)$ is a $G$-admissible representation of $\mathcal{G}$ then the action of $G$ on the point set $\Pi$ defines a homomorphism of $G$ into the automorphism group of $R$ and if the action is faithful and $\varphi$ is injective, then the homomorphism is also injective.

Lemma 2.8.1 Let $\mathcal{S}=(\Pi, L)$ be a point-line incidence system with 3 points on a line, $G$ be an automorphism group of $\mathcal{S}$ which acts transitively on $\Pi$ and on $L$ and $(R, \varphi)$ be a $G$-admissible representation of $\mathcal{S}$. Let $\widetilde{R}$ be a group, possessing a homomorphism $\chi$ onto $R$ with kernel $K$ of order 2. Let

$$
\Phi=\{r \in \widetilde{R} \mid \chi(r)=\varphi(x) \text { for some } x \in \Pi\}
$$

(so that $|\Phi|=2|\varphi(\Pi)|$ ). Suppose that the following conditions hold:
(i) there is a subgroup $\widetilde{G}$ in Aut $\widetilde{R}$ which centralizes $K$ and whose induced action on $R$ coincides with $G$;
(ii) $\widetilde{G}$ has two orbits say $\Phi_{1}$ and $\Phi_{2}$ on $\Phi$;
(iii) there are no $\widetilde{G}$-invariant complements to $K$ in $\widetilde{R}$.

For $i=1,2$ let $\varphi_{i}$ be the mapping of $\Pi$ onto $\Phi_{i}$ such that $\varphi(x)=\chi\left(\varphi_{i}(x)\right)$ for every $x \in \Pi$. Then for exactly one $i \in\{1,2\}$ the pair $\left(\widetilde{R}, \varphi_{i}\right)$ is a representation of $\mathcal{S}$.

Proof. Let $\kappa$ be the generator of $K$ and for $i=1,2$ let $\varphi_{i}$ be as defined above. Then for every $x \in \Pi$ we have $\varphi_{2}(x)=\varphi_{1}(x) \kappa$. Let $l=$ $\{x, y, z\}$ be a line from $L$ and $\pi_{i}(l)=\varphi_{i}(x) \varphi_{i}(y) \varphi_{i}(z)$. Since $(R, \varphi)$ is a representation of $\mathcal{S}$ and $\kappa$ is the unique non-identity element in the kernel of the homomorphism of $\widetilde{R}$ onto $R, \pi_{i}(l) \in\{1, \kappa\}$ and $\pi_{2}(l)=\pi_{1}(l) \kappa$. Since the action of $\widetilde{G}$ (with $K$ being the kernel) is transitive on the set of lines, $\pi_{i}(l)$ is independent of the choice of $l$. Finally by (iii) $\Phi_{i}$ generates $\widetilde{R}$ for $i=1,2$ and the result follows.

Notice that the condition (ii) in (2.8.1) always holds when the stabilizer in $\widetilde{G}$ of a point from $\Pi$ does not have subgroups of index 2 . In view of this observation (2.8.1) can be used for calculation of the first cohomology groups of certain modules. First recall a standard result (cf. Section 17 in [A86]).

Proposition 2.8.2 Let $G$ be a group, $V$ be a $G F(2)$-module for $G$ and $V^{*}$ be the module dual to $V$. Let $V^{u}$ be the largest indecomposable extension of $V$ by trivial submodules (i.e., such that $\left[G, V^{u}\right] \leq V$ and $C_{V^{u}}(G)=0$ ) and $V^{d}$ be the largest indecomposable extension of a trivial module by $V$ (i.e., such that $\left[V^{d}, G\right]=V^{d}$ and $\left.V^{d} / C_{V^{d}}(G) \cong V\right)$. Then $\operatorname{dim} V^{u} / V=H^{1}(G, V)$ and $\operatorname{dim} C_{V^{d}}(G)=H^{1}\left(G, V^{*}\right)$, here $H^{1}(G, V)$ is the first cohomology group of the $G$-module $V$.

We illustrate the calculating method of the first cohomology by the following example (for further examples see (8.2.7)).

Lemma 2.8.3 Let $U=U_{6}(2)$ and $W$ be the 20-dimensional $G F(2)$-module for $U$ which is the exterior cube of the natural 6 -dimensional module. Then $\operatorname{dim} H^{1}(U, W)=2$.

Proof. Since $W$ is self-dual by (2.8.2) $\operatorname{dim} H^{1}(U, W)$ is equal to the dimension of the centre of the largest indecomposable extension of trivial modules by $W$. By (3.7.7) $W$ is a representation module of the dual polar space $\mathcal{D}=\mathcal{D}_{4}(3)$ of $U$ and by (3.7.5) the universal representation module $V(\mathcal{D})$ of $\mathcal{D}$ is 22 -dimensional. By (2.1.1) $V(\mathcal{D})$ is an indecomposable extension of $W$ by trivial modules. On the other hand, the stabilizer in $U$ of a point from $\mathcal{D}$ (isomorphic to $2^{9}: L_{3}(4)$ ) does not have subgroups of index 2. By (2.8.1) this means that whenever $V$ is a $U$-admissible representation module of $\mathcal{D}$ and $\widetilde{V}$ is an indecomposable extension of $V$ by a 1 -dimensional trivial module, then $\widetilde{V}$ is also a representation module of $\mathcal{D}$ and the result follows.

## Chapter 3

## Classical geometries

In this chapter we study representations of the classical geometries of $G F(2)$-type and of the tilde geometries of symplectic type (the representations of the latter geometries were originally calculated in [Sh93]). In Section 3.7 we discuss the recent results which led to the proof of Brouwer's conjecture on the universal abelian representations of the dual polar spaces of $G F(2)$-type.

### 3.1 Linear groups

Let $V=V_{n}(2)$ be an $n$-dimensional $G F(2)$-space, $n \geq 1$. Let $\mathcal{L}=\mathcal{G}\left(L_{n}(2)\right)$ be the projective geometry of $V$ : the elements of $\mathcal{L}$ are the proper subspaces of $V$, the type of a subspace is its dimension and the incidence relation is via inclusion. The rank of $\mathcal{L}$ is $n-1$ and the diagram is


The isomorphism between $V$ and the dual $V^{*}$ of $V$ which is the space of linear functions on $V$ performs a diagram automorphism of $\mathcal{L}$. We identify a point of $\mathcal{L}$ (which is a 1 -subspace in $V$ ) with the unique non-zero element it contains.

The following classical result (cf. [Sei73] or Theorem 1.6.5 in [Iv99]) is quite important.

Lemma 3.1.1 Suppose that $G$ is a flag-transitive automorphism group of $\mathcal{G}\left(L_{n}(2)\right), n \geq 3$. Then one of the following holds:
(i) $G \cong L_{n}(2)$;
(ii) $n=3$ and $G \cong \operatorname{Frob}_{7}^{3}$ (the Frobenious group of order 21);
(iii) $n=4$ and $G \cong A l t_{7}$.

In either case the action of $G$ on $V$ is irreducible.

Lemma 3.1.2 If $(R, \varphi)$ is the universal representation of $\mathcal{L}$, then $R \cong V$. Furthermore $(R, \varphi)$ is the unique $G$-admissible representation for a flagtransitive automorphism group of $\mathcal{L}$.

Proof. We turn $R$ into a $G F(2)$-vector space by defining the addition * via

$$
\varphi(x) * \varphi(y)=\varphi(x+y)
$$

for $x, y \in \mathcal{L}^{1}$. The last sentence follows from that in (3.1.1).
There are further point-line incidence systems with three points on a line associated with $\mathcal{L}$. As usual let $\mathcal{L}^{i}$ be the set of elements of type $i$ in $\mathcal{L}$ (the $i$-subspaces). Let $x$ and $y$ be incident elements of type $k$ and $l$, respectively, where $0 \leq k<i<l \leq n$ (if $k=0$ then $x$ is assumed to be the zero subspace and if $l=n$ then $y$ is assumed to be the whole space $V$ ). The set of elements in $\mathcal{L}^{i}$ incident to both $x$ and $y$ is said to be a $(k, l)$-flag in $\mathcal{L}^{i}$. Let $\Phi^{i}(k, l)$ be the set of all $(k, l)$-flags in $\mathcal{L}^{i}$. Clearly the size of a $(k, l)$-flag is equal to the number of $(i-k)$-subspaces in an $(l-k)$-space.

Thus an $(i-1, i+1)$-flag in $\mathcal{L}^{i}$ has size 3 and hence $\left(\mathcal{L}^{i}, \Phi^{i}(i-1, i+1)\right)$ is a point-line incidence system with three points on a line. In these terms the point-line incidence system of $\mathcal{L}$ is just $\left(\mathcal{L}^{1}, \Phi^{1}(0,2)\right)$.

Lemma 3.1.3 Let $\left(R^{i}, \varphi\right)$ be the universal abelian representation of the point-line incidence system $\left(\mathcal{L}^{i}, \Phi^{i}(i-1, i+1)\right)$. Then $R^{i}$ is isomorphic to the $i$-th exterior power $\bigwedge^{i} V$ of $V$.

Proof. We define a mapping $\psi$ from the set of $i$-subsets of vectors in $V$ onto $R^{i}$ which sends a linearly dependent set onto zero, otherwise

$$
\psi\left(\left\{x_{1}, \ldots, x_{i}\right\}\right) \mapsto \varphi\left(\left\langle x_{1}, \ldots, x_{i}\right\rangle\right)
$$

Let $\left\{x_{1}, \ldots, x_{i-1}, x_{i}\right\}$ and $\left\{x_{1}, \ldots, x_{i-1}, x_{i}^{\prime}\right\}$ be linearly independent $i$-subsets, where $x_{i} \neq x_{i}^{\prime}$. Then $\left\langle x_{1}, \ldots, x_{i-1}\right\rangle$ and $\left\langle x_{1}, \ldots, x_{i-1}, x_{i}, x_{i}^{\prime}\right\rangle$ are incident elements from $\mathcal{L}^{i-1}$ and $\mathcal{L}^{i+1}$, respectively. Hence

$$
\varphi\left(\left\langle x_{1}, \ldots, x_{i-1}, x_{i}\right\rangle\right)+\varphi\left(\left\langle x_{1}, \ldots, x_{i-1}, x_{i}^{\prime}\right\rangle\right)=\varphi\left(\left\langle x_{1}, \ldots, x_{i-1}, x_{i}+x_{i}^{\prime}\right\rangle\right)
$$

and this is all we need in order to define the exterior space structure on $R^{i}$.

The above lemma is equivalent to the fact that the permutational module of $L_{n}(2)$ acting on the set of $i$-dimensional subspaces in the natural module $V$, factored over the subspace spanned by the lines from $\left(\mathcal{L}^{i}, \Phi^{i}(i-1, i+1)\right)$ is isomorphic to $\bigwedge^{i} V$.

In what follows we will need some standard results on the $G F(2)$ permutational module of $P G L_{3}(4)$ acting on the set of 1-dimensional subspaces of the natural module $V_{3}(4)$ (cf. [BCN89]).

Lemma 3.1.4 Let $V$ be a 3-dimensional $G F(4)$-space, $\Omega$ be the set of 1subspaces in $V$ (so that $\Omega$ is of size 21 ) on which $G L(V)$ induces the doubly transitive action of $G \cong P G L(3,4)$. Let $W$ be the power space of $\Omega$ (the $G F(2)$-permutational module of $(G, \Omega))$. Then
(i) $W=W^{1} \oplus W^{e}$, where $W^{1}=\{\emptyset, \Omega\}$ and $W^{e}$ consists of the even subsets of $\Omega$;
(ii) $W^{e}$ possesses a unique composition series

$$
0<T_{1}<T_{2}<W^{e}
$$

where
(a) $T_{1}$ is the 9-dimensional Golay code module for $G$ (isomorphic to the module of Hermitian forms on $V$ ) and $T_{1} \oplus W^{1}$ is generated by the 2-dimensional subspaces in $V$ (considered as 5 -element subsets of $\Omega$ );
(b) $W^{e} / T_{2}$ is dual to $T_{1}$;
(c) $T_{2} / T_{1}$ is 2-dimensional with kernel $G^{\prime} \cong \operatorname{PSL}(3,4)$.

### 3.2 The Grassmanian

The characterization (3.1.3) of the exterior powers of $V$ can be placed into the following context.

Let $\mathcal{P}^{i}$ be the power space of $\mathcal{L}^{i}$ which also can be considered as the $G F(2)$-permutation module of $L_{n}(2)$ acting on the set $\mathcal{L}^{i}$ of $i$-subspaces in $V$.

For $0 \leq j \leq i \leq n$ define the incidence map

$$
\psi_{i j}: \mathcal{P}^{i} \rightarrow \mathcal{P}^{j}
$$

by the following rule: if $w \in \mathcal{L}^{i}$ then $\psi_{i j}(w)$ is the set of $j$-subspaces contained in $w$ and $\psi_{i j}$ is extended on the whole $\mathcal{P}^{i}$ by linearity.

Lemma 3.2.1 Let $0 \leq j \leq k \leq i \leq n$. Then $\psi_{i j}$ is the composition of $\psi_{i k}$ and $\psi_{k j}$.

Proof. Let $w \in \mathcal{L}^{i}$ and $u \in \mathcal{L}^{j}$. Then $u \in \psi_{i j}(w)$ if and only if there is a $k$-subspace $t$ containing $u$ and contained in $w\left(i . e ., u \in \psi_{k j}(t)\right.$ and $\left.t \in \psi_{i k}(w)\right)$. If the number of such subspaces $t$ is non-zero, it equals to 1 modulo 2. Hence the result.

The above lemma implies the following inclusions:

$$
\mathcal{P}^{j}=\operatorname{Im} \psi_{j j} \geq \operatorname{Im} \psi_{j+1 j} \geq \ldots \geq \operatorname{Im} \psi_{n j}=\left\{\emptyset, \mathcal{L}^{j}\right\}
$$

and we can consider the mapping

$$
\Psi_{i j}: \mathcal{P}^{i} \rightarrow \mathcal{P}^{j} / \operatorname{Im} \psi_{i+1 j}
$$

induced by $\psi_{i j}$ (here we assume that $1 \leq j \leq i \leq n-1$ ).
Lemma 3.2.2 If $\Delta \in \Phi^{i}(i-j, i+1)$, then $\Delta \in \operatorname{ker} \Psi_{i j}$.

Proof. We have to show that $\psi_{i j}(\Delta) \in \operatorname{Im} \psi_{i+1 j}$. Let $(x, y)$ be the $(i-j, i+1)$-flag in $\mathcal{L}$ such that

$$
\Delta=\left\{z \mid z \in \mathcal{L}^{i}, x \leq z \leq y\right\}
$$

We claim that $\psi_{i j}(\Delta)=\psi_{i+1 j}(y)$. If $u \in \psi_{i j}(\Delta)$, then $u$ is contained in some $w \in \Delta$, hence $u$ is also contained in $y$ and belongs to $\psi_{i+1 j}(y)$. On the other hand suppose that $u \in \Psi_{i+1 j}(y)$, which means that $u$ is a $j$-subspace in $y$. Let $v$ be the subspace in $y$ generated by $u$ and $x$. Then

$$
i-j \leq \operatorname{dim} v \leq \operatorname{dim} u+\operatorname{dim} x=i
$$

Since the number of $i$-subspace from $\Delta$ containing $v$ is odd, $u \in \psi_{i j}(\Delta)$ and the result follows.

In 1996 the first author has posed the following conjecture.
Conjecture 3.2.3 If $1 \leq j \leq i \leq n-1$ then the flags from $\Phi^{i}(i-j, i+1)$ generate the kernel of $\Psi_{i j}$.

Let $\mathcal{P}^{i}(j)$ be the quotient of $\mathcal{P}^{i}$ over the subspace generated by the flags from $\Phi^{i}(i-j, i+1)$. The following observation can be easily deduced from (3.2.1).

Lemma 3.2.4 For $a$ given $j$ the conjecture (3.2.3) is equivalent to the equality

$$
\sum_{i=j}^{n} \operatorname{dim} \mathcal{P}^{i}(j)=\operatorname{dim} \mathcal{P}^{j}
$$

(where $\operatorname{dim} \mathcal{P}^{j}$ is $\left[\begin{array}{c}n \\ j\end{array}\right]_{2}$ ).
Lemma 3.2.5 The conjecture (3.2.3) holds for $j=1$.
Proof. By (3.1.3) $\mathcal{P}^{i}(1)$ is the $i$-th exterior power of $V$ which has dimension $\binom{n}{i}$. Since

$$
\sum_{i=1}^{n}\binom{n}{i}=2^{n}-1=\operatorname{dim} \mathcal{P}^{1}
$$

the result follows from (3.2.4).
The next case turned out to be much more complicated. It was accomplished in [Li01] (using some results and methods from [McC00]) and implies Brouwer's conjecture discussed in Section 3.7.

Proposition 3.2.6 The conjecture (3.2.3) holds for $j=2$.
In Part II of the volume we will make use of the submodule structure of $\mathcal{P}^{1}$ and of the information on the first and second degree cohomologies of modules $\bigwedge^{i} V$.

Recall that $\mathcal{P}^{1}$ is the $G F(2)$-permutational module of $L_{n}(2)$ on the set of the 1-dimensional submodules in $V$. Let $\mathcal{P}_{c}^{1}=\operatorname{Im} \psi_{n 1}=\left\{\emptyset, \mathcal{L}^{1}\right\}$ be the
subspace of constant functions, $\mathcal{P}_{e}^{1}$ be the subspace of functions with even support and put

$$
\mathcal{X}(i)=\mathcal{P}_{e}^{1} \cap \operatorname{Im} \psi_{i 1}
$$

for $1 \leq i \leq n$. Then $\mathcal{X}(i) / \mathcal{X}(i+1) \cong \mathcal{P}^{i}(1)$ is isomorphic to $\bigwedge^{i} V$ (cf. (3.1.3) and (3.2.5)) for $1 \leq i \leq n-1$.

We summarize this in the following
Lemma 3.2.7 The following assertions hold:
(i) $\mathcal{P}^{1}=\mathcal{P}_{c}^{1} \oplus \mathcal{P}_{e}^{1}$ as a module for $L_{n}(2)$;
(ii) $\mathcal{P}_{e}^{1}=\mathcal{X}(1)>\mathcal{X}(2)>\ldots>\mathcal{X}(n-1)>\mathcal{X}(n)=0$ is a composition series for $\mathcal{P}_{e}^{1}$;
(iii) $\mathcal{X}(i) / \mathcal{X}(i+1) \cong \bigwedge^{i} V, 1 \leq i \leq n-1$ are the composition factors of $\mathcal{P}_{e}^{1}$.

In the next section we show that the composition series in $(3.2 .7$ (ii)) is the unique one.

## $3.3 \mathcal{P}_{e}^{1}$ is uniserial

We analyse the subspace in $\mathcal{P}_{e}^{1}$ formed by the vectors fixed by a Sylow 2 -subgroup $B$ of $L_{n}(2)$. As above we identify every 1 -subspace from $\mathcal{L}^{1}$ with the unique non-zero vector of $V$ it contains and treat $\mathcal{P}^{1}$ as the power space of $\mathcal{L}^{1}$ with addition performed by the symmetric difference operator. Then $\mathcal{P}_{e}^{1}$ consists of the subsets of even size.

Since $B$ is a Borel subgroup associated with the action of $L_{n}(2)$ on the projective geometry $\mathcal{G}\left(L_{n}(2)\right)$ of $V, B$ is the stabilizer of a uniquely determined maximal flag $\Phi$ :

$$
0=V_{0}<V_{1} \ldots<V_{n-1}<V_{n}=V
$$

where $\operatorname{dim} V_{i}=i$ for $0 \leq i \leq n$. The orbits of $B$ on $\mathcal{L}^{1}$ are the sets $O_{i}=V_{i} \backslash V_{i-1}, 1 \leq i \leq n$. Furthermore, $\left|O_{i}\right|=2^{i-1}$, so that all the orbits except for $O_{1}$ (which is of size 1) have even length. This gives the following

## Lemma 3.3.1

$$
C_{\mathcal{P}^{1}}(B)=\{F(J) \mid J \subseteq\{1,2, \ldots, n\}\},
$$

where $F(J)=\bigcup_{i \in J} O_{i}$ and $F(J) \in \mathcal{P}_{e}^{1}$ if and only if $1 \notin J$. In particular

$$
\operatorname{dim} C_{\mathcal{P}^{1}}(B)=n \text { and } \operatorname{dim} C_{\mathcal{P}_{e}^{1}}(B)=n-1
$$

Lemma 3.3.2 Let $W$ be an $L_{n}(2)$-submodule in $\mathcal{P}^{1}$, which contains $F(J)$ for some $J \subseteq\{1,2, \ldots, n\}$. If $i \in J$ and $i<n$, then $W$ contains $F(J \cup\{i+$ $1\})$.

Proof. We can certainly assume that $i+1 \notin J$. Let $V_{i}, U_{i}^{(1)}$ and $U_{i}^{(2)}$ be the distinct $i$-subspaces containing $V_{i-1}$ and contained in $V_{i+1}$. Then $O_{i} \cup O_{i+1}=V_{i+1} \backslash V_{i-1}$ is the disjoint union of

$$
O_{i}=V_{i} \backslash V_{i-1}, \quad U_{i}^{(1)} \backslash V_{i-1} \quad \text { and } U_{i}^{(2)} \backslash V_{i-1}
$$

For $\alpha=1$ or 2 let $g^{(\alpha)}$ be an element in $L_{n}(2)$ which stabilizes the premaximal flag $\Phi \backslash V_{i}$ and maps $V_{i}$ onto $U_{i}^{(\alpha)}$ (such an element can be found in the minimal parabolic of type $i$ ). Then

$$
F(J) \cup F(J)^{g^{(1)}} \cup F(J)^{g^{(2)}}=F(J \cup\{i+1\})
$$

and the result follows.
Lemma 3.3.3 Let $\emptyset \neq J \subseteq\{1,2, \ldots, n\}$ and $i=\min J$. Then $\mathcal{X}(i-1)$ is the minimal $L_{n}(2)$-submodule in $\mathcal{P}_{e}^{1}$ containing $F(J)$ and

$$
C_{\mathcal{X}(i-1)}(B)=\{F(K) \mid K \subseteq\{1,2, \ldots, n\}, \quad \min K \geq i\}
$$

in particular $\operatorname{dim} C_{\mathcal{X}(i-1)}(B)=n-i-1$.
Proof. By (3.3.2) a submodule which contains $F(J)$ also contains $F\left(J_{i}\right)$, where $J_{i}=\{i, i+1, \ldots, n\}$. We claim that $\mathcal{X}(i-1)$ is the minimal $L_{n}(2)$-submodule in $\mathcal{P}_{e}^{1}$ which contains $F\left(J_{i}\right)$. Indeed, by the definition $\operatorname{Im} \psi_{i-1,1}$ is generated by the $(i-1)$-subspaces in $V$ (treated as subsets of $\left.\mathcal{L}^{1}\right)$. Since $\operatorname{Im} \psi_{i-1,1}$ contains $\operatorname{Im} \psi_{n 1}=\left\{\emptyset, \mathcal{L}^{1}\right\}, \mathcal{X}(i-1)$ is generated by the complements of the $(i-1)$-subspaces $i . e .$, by the images under $L_{n}(2)$ of $V \backslash V_{i-1}=F\left(J_{i}\right)$. Hence the claim follows. Since $\mathcal{X}(i-1)$ contains $\mathcal{X}(j-1)$ for every $j \geq i, \mathcal{X}(i-1)$ contains $F\left(J_{j}\right)$ for these $j$, in particular it contains $F(K)$ for all $K \subseteq\{1,2, \ldots, n\}$ with $\min K \geq i$. Since $\mathcal{X}(i-1)$ does not contain $\mathcal{X}(j-1)$ for $j<i$, the result follows.

We need the following standard result from the representation theory of groups of Lie type in their own characteristic [Cur70], which can also be proved by elementary methods.

Lemma 3.3.4 The centraliser of $B$ in $\bigwedge^{i} V$ is 1-dimensional for every $1 \leq i \leq n-1$.

Now we are ready to prove the main result of the section.
Proposition 3.3.5 The only composition series of $\mathcal{P}_{e}^{1}$, as a module for $L_{n}(2)$ is the one in (3.2.7(ii)).

Proof. Let

$$
\mathcal{P}_{e}^{1}=W(1)>W(2)>\ldots>W(m-1)>W(m)=0
$$

be a composition series of $\mathcal{P}_{e}^{1}$. Then by (3.3.5) and the Jordan-Hölder theorem $m=n$ and $W(i) / W(i+1) \cong \bigwedge^{\sigma(i)} V$ for a permutation $\sigma$ of $\{1,2, \ldots, n\}$. By (3.3.4) the centraliser of $B$ in each composition factor is

1-dimensional and hence $\operatorname{dim} C_{W(i)}(B) \leq n-i$. Since $\operatorname{dim} C_{\mathcal{P}_{e}^{1}}(B)=n-1$ by (3.3.1), we have

$$
\operatorname{dim} C_{W(i)}(B)=n-i \text { for } 1 \leq i \leq n
$$

In particular $W(i-1) \backslash W(i)$ contains a vector fixed by $B$. Let $j$ be the minimal index, such that $W(k)=\mathcal{X}(k)$ for all $k>j$ and suppose that $j \geq 2$. Then by (3.3.3) $W(j) \backslash W(j+1)$ contains a vector $F(J)$ such that $\min J \leq j+1$. By (3.3.2) $W(j)$ contains $F\left(J_{l}\right)$ for some $l \leq j+1$. Hence by (3.3.3) $W(j)$ contains $\mathcal{X}(l)$ for some $l \leq j$. Since $W(j) / W(j+$ $1) \cong W(j) / \mathcal{X}(j+1)$ is irreducible, this gives $W(j)=\mathcal{X}(j)$ contrary to the minimality assumption on $j$. Hence the result follows.

## $3.4 \mathcal{G}\left(S_{4}(2)\right)$

In this section we start by calculating the universal representation module of $\mathcal{G}\left(S_{4}(2)\right)$ which turns out to be the universal representation group of this geometry. The treatment is very elementary and we present it here just in order to illustrate the technique we use.

First recall some results from Section 2.5 in [Iv99]. So let $\mathcal{S}=(\Pi, L)$ be the generalized quadrangle $\mathcal{G}\left(S_{4}(2)\right)$ of order $(2,2)$. Then $\Pi$ is the set of 2 -subsets in a set $\Omega$ of size $6, L$ is the set of partitions of $\Omega$ into three 2 -subsets and the incidence relation is via inclusion. Let $2^{\Omega}$ be the power space of $\Omega$ let $\mathcal{P}(\Omega)^{+}$be the codimension 1 subspace in $2^{\Omega}$, formed by the subsets of even size. Let

$$
\varphi: p \mapsto \Omega \backslash p
$$

be the mapping of $\Pi$ into $\mathcal{P}(\Omega)^{+}$(where $p$ is treated as a 2 -subset of $\Omega$ ).
Lemma 3.4.1 $\left(\mathcal{P}(\Omega)^{+}, \varphi\right)$ is an abelian representation of $\mathcal{S}=\mathcal{G}\left(S_{4}(2)\right)$.
Proof. It is clear that $\mathcal{P}(\Omega)^{+}$is generated by $\varphi(\Pi)$ (the set of 4 -subsets in $\Omega$ ). If $\Omega=p_{1} \cup p_{2} \cup p_{3}$ is a line in $\mathcal{S}$ then

$$
\varphi\left(p_{1}\right)=p_{2} \cup p_{3}, \varphi\left(p_{2}\right)=p_{1} \cup p_{3}, \varphi\left(p_{3}\right)=p_{1} \cup p_{2}
$$

and since the addition is performed by the symmetric difference operator,

$$
\varphi\left(p_{1}\right)+\varphi\left(p_{2}\right)+\varphi\left(p_{3}\right)=0
$$

and the result follows.
Let $\Gamma$ be the collinearity graph of $\mathcal{S}$, so that $\Gamma$ is the graph on the set of 2 -subsets of $\Omega$ in which two such subsets are adjacent if they are disjoint. The suborbit diagram of $\Gamma$ is the following


Lemma 3.4.2 $\beta(\Gamma)=5$.

Proof. Since $\mathcal{S}$ is a generalized polygon with lines of size 3 , every edge in $\Gamma$ is contained in a unique triangle which is the point-set of a line and for a point $x$ and a triangle $T$ there is a unique point in $T$ which is nearest to $x$. In view of these it suffices to notice that the subgraph induced by $\Gamma_{1}(x)$ is the union of 3 disjoint edges, so $c\left(\Gamma_{1}(x)\right)=3$ and the subgraph induced by $\Gamma_{2}(x)$ is connected (isomorphic to the 3-dimensional cube), so that $c\left(\Gamma_{2}(x)\right)=1$.

Combining (2.2.1), (3.4.1) and (3.4.2) we obtain the following.
Lemma 3.4.3 The representation $\left(\mathcal{P}(\Omega)^{+}, \varphi\right)$ in (3.4.1) is the universal abelian one.

But in fact the following holds.
Lemma 3.4.4 The representation $\left(\mathcal{P}(\Omega)^{+}, \varphi\right)$ is universal.
Proof. Let $\Theta=\left(\operatorname{Cay}\left(\mathcal{P}(\Omega)^{+}, \varphi(\Pi)\right)\right.$ Then $\Theta$ is a Taylor graph with the following suborbit diagram:


By (2.5.1) our representation is universal if and only if the fundamental group of $\Theta$ is generated by the geometrical triangles. One can easily see from the above suborbit diagram that every triangle in $\Theta$ is a geometrical triangle. Thus we have to show that every cycle in $\Theta$ is triangulable. Of course it is sufficient to consider non-degenerate cycles and in $\Theta$ they are of lengths 4,5 and 6 . To check the triangulability is an elementary exercise. $\square$

In view of (2.3.1) and (2.3.2) by (3.4.3) there are 31 proper geometrical hyperplanes in $\mathcal{S}$. These hyperplanes possess a uniform description. Let $\Delta$ be a subset of $\Omega$. Then the rest of the points ( 2 -subsets of $\Omega$ ) whose intersection with $\Delta$ have the same parity as $\Delta$ :

$$
H(\Delta)=\{v|v \in \Pi,|\Delta|=|\Delta \cap v|(\bmod 2)\}
$$

is a geometrical hyperplane in $\mathcal{S}$. Since clearly $H(\Delta)=H(\Omega \backslash \Delta)$ we obtain exactly 31 geometrical hyperplanes.

If $|\Delta|=2$ then $H(\Delta)$ are the points at distance at most 1 from $\Delta$ (treated as a point) in the collinearity graph. If $|\Delta|=1$ then $H(\Delta)$ is stabilized by Sym $_{5} \cong O_{4}^{-}(2)$ while if $|\Delta|=3$ then $H(\Delta)$ is stabilized by $S y m_{3} \backslash$ Sym $_{2} \cong O_{4}^{+}(2)$.

### 3.5 Symplectic groups

Let $V$ be a $2 n$-dimensional $(n \geq 2) G F(2)$-space with a non-singular symplectic form $\Psi$, say if $\left\{v_{1}^{1}, \ldots, v_{n}^{1}, v_{1}^{2}, \ldots, v_{n}^{2}\right\}$ is a (symplectic) basis, we can
put $\Psi\left(v_{i}^{k}, v_{j}^{l}\right)=1$ if $i=j$ and $k \neq l$ and $\Psi\left(v_{i}^{k}, v_{j}^{l}\right)=0$ otherwise. The symplectic geometry $\mathcal{G}=\mathcal{G}\left(S_{2 n}(2)\right)$ is the set of all non-zero totally singular subspaces $U$ in $V$ with respect to $\Psi$ (i.e., such that $\Psi(u, v)=0$ for all $u, v \in U)$. The type of an element is its dimension and the incidence is via inclusion. The automorphism group $G \cong S_{2 n}(2)$ of $\mathcal{G}$ is the group of all linear transformations of $V$ preserving $\Psi$. The diagram of $\mathcal{G}$ is


Since the points and lines of $\mathcal{G}$ are realized by certain 1- and 2 -subspaces in $V$ with the incidence relation via inclusion, we observe that $V$ supports a natural representation of $\mathcal{G}$. We will see below that the universal representation group is abelian twice larger than $V$.

Let $v$ be a point (a 1 -subspace in $V$ which we identify with the only non-zero vector it contains) and

$$
v^{\perp}=\left\{u \in V^{\#} \mid \Psi(v, u)=0\right\}
$$

be the orthogonal complement of $v$ with respect to $\Psi$.
The form $\Psi$ induces on $v^{\perp} / v$ (which is a $(2 n-2)$-dimensional $G F(2)$ space) a non-singular symplectic form and the totally singular subspaces in $v^{\perp} / v$ constitute the residue $\operatorname{res}_{\mathcal{G}}(v) \cong \mathcal{G}\left(S_{2 n-2}(2)\right)$. The stabilizer $G(v)$ induces $S_{2 n-2}(2)$ on $v^{\perp} / v$. The kernel $K(v)$ of this action is an elementary abelian group of order $2^{2 n-1}$. The kernel $R(v)$ of the action of $G(v)$ on $v^{\perp}$ (on the set of points collinear to $v$ ) is of order 2 and its unique non-trivial element is the symplectic transvection

$$
\tau(v): u \mapsto u+\Psi(v, u) v
$$

The quotient $K(v) / R(v)$ is the natural symplectic module of $G(v) / K(v) \cong$ $S_{2 n-2}(2)$ and $\operatorname{res}_{\mathcal{G}}(v)$ possesses a representation in this quotient by (1.5.1). But in fact $\operatorname{res}_{\mathcal{G}}(v)$ possesses a representation in the whole $K(v)$ and this representation is universal.

In order to construct the universal representation of $\mathcal{G}$ we look at the hyperplanes. The hyperplanes in $\mathcal{G}$ can be described as follows. Let $v$ be a point of $\mathcal{G}$ then $v$ together with the points collinear to $v$ in the collinearity graph $\Gamma$ of $\mathcal{G}$ is a geometrical hyperplane.

Let $\mathcal{Q}$ be the set of quadratic forms $f$ on $V$ associated with $\Psi$ in the sense that

$$
\Psi(u, v)=f(u)+f(v)+f(u+v) .
$$

Lemma 3.5.1 The group $G \cong S_{2 n}(2)$ acting on $\mathcal{Q}$ has two orbits $\mathcal{Q}^{+}$and $\mathcal{Q}^{-}$with lengths $2^{n-1}\left(2^{n}+1\right)$ and $2^{n-1}\left(2^{n}-1\right)$, with stabilizers isomorphic to $O_{2 n}^{+}(2) \cong \Omega_{2 n}^{+}(2) .2$ and $O_{2 n}^{-}(2) \cong \Omega_{2 n}^{-}(2) .2$, respectively. The action on either of these orbits is doubly transitive.

A subspace $U$ in $V$ is said to be totally singular with respect to a quadratic form $f$ (associated with $\Psi$ ) if $f(u)=0$ for all $u \in U$ (in this case it is clearly totally singular with respect to $\Psi$ ). Thus the dimension of a totally singular subspace with respect to $f$ (the Witt index $w(f)$ ) is at most $n$. In fact $w(f)=n$ if $f$ is of plus type (i.e., if $f \in \mathcal{Q}^{+}$) and $w(f)=n-1$ if $f$ is of minus type (i.e., if $f \in \mathcal{Q}^{-}$).

Lemma 3.5.2 Let $f$ be a quadratic form on $V$ associated with $\Psi$ and $H(f)$ be the set of non-zero singular vectors with respect to $f$ :

$$
H(f)=\left\{v \in V^{\#} \mid f(v)=0\right\}
$$

Then $H(f)$ (considered as a subset of the point-set) is a geometrical hyperplane in $\mathcal{G}\left(S_{2 n}(2)\right)$.

Proof. Let $T=\{x, y, z\}$ be a line in $\mathcal{G}$ (the non-zero vectors of a totally singular 2-subspace). Since $\Psi(x, y)=0, x+y+z=0$ and $f$ is associated with $\Psi$, we have

$$
f(z)+f(x)+f(y)=0
$$

and hence $|T \cap H(f)|$ is of size 1 or 3 and the result follows.
Thus we have seen $2^{2 n+1}-1$ geometrical hyperplanes ( $2^{2 n}-1$ of the form $H(v)$ where $v$ is a point and $2^{2 n}$ of the form $H(f)$ where $f$ is a quadratic form associated with $\Psi)$. Hence the universal representation module of $\mathcal{G}$ is at least $(2 n+1)$-dimensional.

Lemma 3.5.3 Let $\left(W, \varphi_{a}\right)$ be the universal abelian representation of $\mathcal{G} \cong$ $\mathcal{G}\left(S_{2 n}(2)\right)$. Then $\operatorname{dim} W=2 n+1$ and for a point $x$ the dimension of $\bar{W}_{2}(x)$ is at most 1.

Proof. In view of the remark made before the lemma all we have to do is to show that the dimension is at most $2 n+1$. We proceed by induction on $n$. By (3.4.4) the result holds for $n=2$. Suppose that $n \geq 3$ and that the universal abelian representation of $\mathcal{G}\left(S_{2 n}(2)\right)$ is ( $2 n-1$ )-dimensional. Consider the collinearity graph $\Gamma$ of $\mathcal{G}$ and let $v$ be a vertex. Then $W_{0}(v)$ is 1-dimensional, $\bar{W}_{1}(v)$ is at most $(2 n-1)$-dimensional by (2.6.3) and the induction hypothesis (recall that $\operatorname{res}_{\mathcal{G}}(v) \cong \mathcal{G}\left(S_{2 n-2}(2)\right)$ ). Finally $\bar{W}_{2}(v)$ is at most 1-dimensional since the subgraph in $\Gamma$ induced by $\Gamma_{2}(v)$ is connected (this is a well-known fact and can be established as an easy exercise). Since the diameter of $\Gamma$ is 2 , we are done.

The universal representation module of $\mathcal{G}\left(S_{2 n}(2)\right)$ is the so-called orthogonal module of $S_{2 n}(2) \cong \Omega_{2 n+1}(2)$. Our final result of this section is the following.

Proposition 3.5.4 The universal representation of $\mathcal{G}\left(S_{2 n}(2)\right)$ is abelian.
Proof. Let $\Gamma$ be the collinearity graph of $\mathcal{G}=\mathcal{G}\left(S_{2 n}(2)\right)$, $x, y \in \Gamma$ and $\left(V, \varphi_{u}\right)$ be the universal representation of $\mathcal{G}$. We have to show that $\varphi_{u}(x)$ and $\varphi_{u}(y)$ commute. If $x$ and $y$ are collinear this is clear. Otherwise $d_{\Gamma}(x, y)=2$ and there is a vertex, say $z$ collinear to them both. Again proceeding by induction on $n$ we assume that $\bar{R}_{1}(z)$ is abelian. Then by (2.2.3) $\left[\varphi_{u}(x), \varphi_{u}(y)\right] \in R_{0}(z)$. But since two vertices at distance 2 in $\Gamma$ have more than one common neighbour (this is easy to check), the commutator must be trivial.

### 3.6 Orthogonal groups

In view of the isomorphism $S_{2 n}(2) \cong \Omega_{2 n+1}(2)$, the results (3.5.3) and (3.5.4) describe the universal representation of the polar space $\mathcal{P}\left(\Omega_{2 n+1}(2)\right)$ of odd dimensional orthogonal group over $G F(2)$. In this section we establish the similar result in the even dimensional case.

Let $V$ be a $2 n$-dimensional $G F(2)$-space, where $n \geq 2$ and $f$ be a nonsingular orthogonal form on $V$. Then the Witt index (the dimension of a maximal totally isotropic subspace) is either $n$ or $n-1$, so that $f$ is of plus or minus type, respectively. The commutator subgroup of the group of linear transformations of $V$ preserving $f$ is $\Omega_{2 n}^{+}(2)$ or $\Omega_{2 n}^{-}(2)$ depending on whether $f$ is of plus or minus type.

Let $\varepsilon=+$ or - denote the type of $f$. The corresponding polar space $\mathcal{P}=\mathcal{P}\left(\Omega_{2 n}^{\varepsilon}(2)\right)$ is the geometry whose elements are the subspaces of $V$ which are totally singular with respect to $f$; the type of an element is its dimension and the incidence relation is via inclusion. Then the rank of $\mathcal{P}$ is the Witt index of $f$ (i.e., $n$ or $n-1$ ) and the diagram of $\mathcal{P}$ is

or

respectively.
By the definition if $\varphi$ is the identity mapping them $(V, \varphi)$ is an abelian representation of $\mathcal{P}$.

Lemma 3.6.1 The representation $(V, \varphi)$ is universal.
Proof. Probably the easiest way to proceed is to follow the strategy of the proof of (3.4.4). So we consider the graph $\Theta=C a y(V, \operatorname{Im} \varphi)$. Then again $\Theta$ is a Taylor graph (a double cover of the complete graph) which is locally the collinearity graph of $\mathcal{P}$. Every triangle is geometrical and it is an easy combinatorial exercise to check that $\Theta$ is triangulable.

We summarize the results in this and the previous sections in the following.

Proposition 3.6.2 Let $V$ be an m-dimensional $G F(2)$-space and $f$ be $a$ non-singular orthogonal form on $X$. Let $\mathcal{P}$ be the polar space associated with $V$ and $f, \Gamma$ be the collinearity graph of $\mathcal{P}$ and suppose that the rank of $\mathcal{P}$ is at least 2. Then
(i) $(V, \varphi)$ is the universal representation (where $\varphi$ is the identity mapping);
(ii) $\Gamma$ is of diameter 2;
(iii) if $p$ is a point then $\bar{V}_{2}(p)$ has order 2.

### 3.7 Brouwer's conjecture

In this section we discuss representations of the dual polar spaces with 3 points per line. The question about representations of such dual polar spaces is interesting by its own and it is also important for the classification of extended dual polar spaces (cf. Theorem 1.13.6 in [Iv99]).

Let $\mathcal{D}_{t}(n)$ denote the classical dual polar space of rank $n \geq 2$ with 3 points per a line and $D$ be the simple subgroup in the automorphism group of $\mathcal{D}_{t}(n)$. Then $\mathcal{D}_{t}(n)$ belongs to the diagram

where $t=2$ or 4 and $D$ is isomorphic to $S_{2 n}(2)$ or $U_{2 n}(2)$, respectively. If $X$ is the natural module of $D$ (a $2 n$-dimensional $G F(t)$-space) then the elements of $\mathcal{D}_{t}(n)$ are the non-zero subspaces of $X$ which are totally singular with respect the non-singular bilinear form $\Psi$ on $X$ preserved by $D$; the type of a subspace of dimension $k$ is $n-k+1$ and the incidence relation is via inclusion. In particular the points of $\mathcal{D}_{t}(n)$ are the maximal (i.e., $n$-dimensional) totally singular subspaces. Below we summarize some basic properties of $\mathcal{D}_{t}(n)$ (cf. [BCN89] and Section 6.3 in [Iv99]).

Let $\Gamma$ be the collinearity graph of $\mathcal{D}_{t}(n)$ and $x \in \Gamma$. Then $\operatorname{res}_{\mathcal{D}_{t}(n)}(x)$ is the dual of the projective geometry of the proper subspaces of $x$. The stabilizer $D(x)$ of $x$ induces $L_{n}(t)$ on this residue with $Q(x)=O_{2}(D(x))$ being the kernel. The subgroup $Q(x)$ is an elementary abelian 2-group which (as a $G F(2)$-module for $D(x) / Q(x))$ is isomorphic to the $n(n+1) / 2$-dimensional module of quadratic forms on $X$ if $t=2$ and to the $n^{2}$-dimensional module of the Hermitian forms on $X$ if $t=4$. The action of $Q(x)$ on $\Gamma_{n}(x)$ is regular.

The graph $\Gamma$ is a near $n$-gon which means that on every line there is a unique element which is nearest to $x$ in $\Gamma$. Let $y \in \Gamma_{i}(x)$ for $1 \leq i \leq n-1$. Then $x \cap y$ is the unique element of type $n-i$ incident to both $x$ and $y$. The vertices of $\Gamma$ (treated as subspaces in $X$ ) which contain $x \cap y$ induce in $\Gamma$ a strongly geodetically closed subgraph isomorphic to the collinearity graph of

$$
\mathcal{D}_{t}(i) \cong \operatorname{res}_{\mathcal{D}_{t}(n)}(x \cap y)
$$

If $y_{1}, y_{2} \in \Gamma_{i}(x)$ for $1 \leq i \leq n$, then $y_{1}$ and $y_{2}$ are in the same connected component of the subgraph induced by $\Gamma_{i}(x)$ if and only if $x \cap y_{1}=x \cap y_{2}$. This implies that the subgraph induced by $\Gamma_{n}(x)$ is connected. Thus $D(x)$ acts on the set of connected components of the subgraph induced by $\Gamma_{i}(x)$ as it acts on the set of $(n-i)$-dimensional subspaces in $x$, in particular $Q(x)$ is the kernel of the action.

Let us turn to the representations of $\mathcal{D}_{t}(n)$. The rank 2 case is actually done already.

Lemma 3.7.1 The universal representation group of $\mathcal{D}_{t}(2)$ is elementary abelian of order $2^{5}$ and $2^{6}$, for $t=2$ and 4 , respectively.

Proof. Because of the isomorphisms $S_{4}(2) \cong \Omega_{5}(2)$ and $U_{4}(2) \cong \Omega_{6}^{-}(2)$, the dual polar spaces under consideration are isomorphic to the polar spaces of the corresponding orthogonal groups, so (3.6.2) applies.

Lemma 3.7.2 The dimension $d_{t}(n)$ of the universal representation module of $\mathcal{D}_{t}(n)$ is greater than or equal to $m_{t}(n)$, where

$$
m_{2}(n)=1+\left[\begin{array}{l}
n \\
1
\end{array}\right]_{2}+\left[\begin{array}{l}
n \\
2
\end{array}\right]_{2}
$$

and

$$
m_{4}(n)=1+\left[\begin{array}{l}
n \\
1
\end{array}\right]_{4}
$$

Proof. Let $N$ be the incidence matrix of point-line incidence system of $\mathcal{D}_{t}(n)$. This means that the columns of $N$ are indexed by the points in $\mathcal{D}_{t}(n)$, the rows are indexed by the lines in $\mathcal{D}_{t}(n)$ and the $(p, l)$-entry is 1 if $p \in l$ and 0 otherwise. Then $d_{t}(n)$ is the number of points in $\Pi$ minus the $G F(2)$-rank $\mathrm{rk}_{2} N$ of $N$. The latter rank is at most the rank rk $N$ of $N$ over the real numbers. By elementary linear algebra we have the following:

$$
\operatorname{rk} N=\operatorname{rk} N N^{T} \text { and } N N^{T}=A+\left[\begin{array}{c}
n \\
1
\end{array}\right]_{t} I,
$$

where $A$ is the adjacency matrix of the collinearity graph $\Gamma$ of $\mathcal{D}_{t}(n)$ and $\left[\begin{array}{l}n \\ 1\end{array}\right]_{t}$ is the number of lines incident to a given point. This shows that $d_{t}(n)$ is at least the multiplicity of $-\left[\begin{array}{l}n \\ 1\end{array}\right]_{t}$ as an eigenvalue of $A$. It is known (cf. Section 8.4 in [BCN89]) that this multiplicity is exactly $m_{t}(n)$.

The above result for the case $t=2$ was established in an unpublished work of A.E. Brouwer in 1990 (cf. [BB00]), who has also checked that the bound is exact for $n \leq 4$ and posed the following.

Conjecture 3.7.3 The dimension of the universal representation module of $\mathcal{D}_{2}(n)$ is precisely $m_{2}(n)$.

This conjecture (known as Brouwer's conjecture) has attracted the attention of a number of mathematicians during the 90 s . It was proved for $n=3$ in [Yos92], for $n=4,5$ in [Coo97], for $n=6,7$ in [BI97].

Lemma 3.7.4 Let $\left(V, \varphi_{a}\right)$ be the universal abelian representation of $\mathcal{D}_{t}(n)$ and let the sections $\bar{V}_{i}(x), 1 \leq i \leq n$ be defined with respect to a vertex $x$ of the collinearity graph $\Gamma$ of $\mathcal{D}_{t}(n)$. Let $\mathcal{L}$ be the projective geometry of the dual of $x$, so that $\mathcal{L}^{i}$ is the set of $(n-i)$-dimensional subspaces in $x$ and let $\mathcal{P}^{i}$ be the power space of $\mathcal{L}^{i}$. Then
(i) $V_{0}(x)$ and $\bar{V}_{n}(x)$ are 1-dimensional;
(ii) for $1 \leq i \leq n-1$ there is a mapping

$$
\chi: \mathcal{P}^{i} \rightarrow \bar{V}_{i}(x)
$$

which is a surjective homomorphism of $D(x)$-modules;
(iii) $\bar{V}_{n-1}(x)$ is isomorphic to a factor module of $Q(x)$;
(iv) if $t=2$ and $2 \leq i \leq n-1$ then the flags from $\Phi^{i}(i-j, i+1)$ are in the kernel of the homomorphism $\chi$ as in (ii).

Proof. (i) is obvious. Since the connected components of the subgraph induced by $\Gamma_{i}(x)$ are indexed by the elements of $\mathcal{L}^{i}$, (ii) follows from the proof of (2.2.1). Let $u \in \Gamma_{n}(x)$, let $\left\{z_{1}, \ldots, z_{k}\right\}=\Gamma(u) \cap \Gamma_{n}(x)$ and let $y_{i}$ be the vertex in $\Gamma_{n-1}(x)$ such that $\left\{u, z_{i}, y_{i}\right\}$ is a line, $1 \leq i \leq k=\left[\begin{array}{l}n \\ 1\end{array}\right]_{t}$. Then it is easy to check that the vertices $y_{i}$ are in pairwise different connected components of the subgraph induced by $\Gamma_{n-1}(x)$. On the other hand $Q(x)$ acts regularly on $\Gamma_{n}(x)$, which means that the subgraph induced by this set is a Golay graph of $Q(x)$. This shows that $Q(x)$ possesses a generating set $\left\{q_{1}, \ldots, q_{k}\right\}$ where $q_{i}$ maps $u$ onto $z_{i}$. Let $\bar{y}_{i}$ be the image of $\varphi_{a}\left(y_{i}\right)$ in $\bar{V}_{n-1}(x)$ and put

$$
\nu: q_{i} \mapsto \bar{y}_{i}
$$

for $1 \leq i \leq k$. We claim that $\nu$ induces a homomorphism of $Q(x)$ onto $\bar{V}_{n-1}(x)$. In order to prove the claim we have to show that whenever $q_{i_{1}} q_{i_{2}} \ldots q_{i_{m}}=1$ we have $\bar{y}_{i_{1}} \bar{y}_{i_{2}} \ldots \bar{y}_{i_{m}}=1$. Assuming the former equality put $u_{0}=u$ and for $1 \leq j \leq m$ let $u_{j}$ be the image of $u_{j-1}$ under $q_{i_{j}}$. Since $Q(x)$ acts regularly on $\Gamma_{n}(x),\left(u_{0}, u_{1}, \ldots, u_{m}\right)$ is a cycle and if $v_{j}$ is such that $\left\{u_{j-1}, v_{j}, u_{j}\right\}$ is a line then it is easy to check that $\bar{v}_{j}=\bar{y}_{j}$ and the claim follows from (2.2.2).

Notice that if $t=2$ and $n=3$, then $Q(x)$ is of order $2^{6}$, therefore in this case $\bar{V}_{2}(x)$ is generated by seven pairwise commuting involutions indexed by the connected components of the subgraph induced by $\Gamma_{2}(x)$. The product of these involutions is the identity element.

In order to prove (iv) let $y \in \Gamma_{i+1}(x)$ and $z \in \Gamma_{i-2}(x)$ be such that $d_{\Gamma}(z, y)=3$. Then $x \cap y$ is an $(n-i-1)$-dimensional subspace contained in $x \cap z$ which is $(n-i+2)$-dimensional. Let $\Delta$ be the subgraph in $\Gamma$ induced by the vertices which contain $z \cap y$. Then $\Delta$ is isomorphic to the collinearity graph of $\mathcal{D}_{3}(2)$. Let $u_{1}, \ldots, u_{7}$ be representatives of the connected components of the subgraph induced by $\Gamma_{i}(x)$ which intersect $\Delta$. Then $T:=\left\{u_{j} \cap x \mid 1 \leq j \leq 7\right\}$ is the set of ( $n-i$ )-subspaces in $x$ containing $x \cap y$ and contained in $x \cap z$. In other terms $T \in \Phi^{i}(i-j, i+1)$. Let $\bar{u}_{j}$ be the image of $\varphi_{a}\left(u_{j}\right)$ in $\bar{V}_{i}(x)$. Then by (iii) and the previous paragraph we have

$$
\bar{u}_{1} \bar{u}_{2} \ldots \bar{u}_{7}=1
$$

and (iv) is proved.
The application of (3.7.4 (i), (ii), (iii)) to the case rank 3 case immediately give the following result originally proved in [CS93] and [Yos94].

Corollary 3.7.5 The universal representation module for $\mathcal{D}_{t}(3)$ has dimension $m_{2}(3)=15$ for $t=2$ and $m_{4}(3)=22$ for $t=4$.

By (3.7.4 (iv)) the main result (3.2.6) of [Li01] implies Brouwer's conjecture for all $n \geq 2$. An alternative independent proof of this conjecture was established in [BB00]. Very recently P. Li applied his technique to prove
in [Li00] the natural analogue of Brouwer's conjecture for the unitary dual polar spaces (i.e., for the case $t=4$ ) [Li00]. Thus we have the following final result:

Theorem 3.7.6 The dimension of the universal representation module of $\mathcal{D}_{t}(n)$ is equal to the number $m_{t}(n)$ defined in (3.7.2).

In the rank 3 case the question about the universal representation group can also be answered completely.

Lemma 3.7.7 Let $R$ be the universal representation group of $\mathcal{D}_{t}(3)$. Then
(i) $R$ is non-abelian;
(ii) the commutator subgroup of $R$ is of order 2 .

Proof. Let $F$ be the Lie type group $F_{4}(2)$ or ${ }^{2} E_{6}(2), \mathcal{F}$ be the $F_{4}$ building associated with $F$ and $\Xi$ be the collinearity graph of $\mathcal{F}$. Then the diagram of $\mathcal{F}$ is

or

if $x$ is a point of $\mathcal{F}$ then $\operatorname{res}_{\mathcal{F}}(x)$ is isomorphic to $\mathcal{D}_{t}(3)$ for $t=2$ or 4 , respectively and the suborbit diagram of $\Xi$ with respect to the action of $F$ can be found in Section 5.5 of [Iv99]. If $F(x)$ is the stabilizer of $x$ in $F$ and $Q(x)=O_{2}(F(x))$, then $F(x) \cong 2^{1+6+8}: S_{6}(2)$ if $F \cong F_{4}(2)$ and $F(x) \cong 2_{+}^{1+20}: U_{6}(2)$ if $F \cong{ }^{2} E_{6}(2) ; Q(x)$ is non-abelian (with commutator subgroup of order 2) and acts regularly on the set $\Xi_{3}(x)$ of vertices at distance 3 from $x$ in $\Xi$. Furthermore, if $y \in \Xi_{3}(x)$ then $F(x, y)$ is the complement to $Q(x)$ in $F(x)$; in particular it acts flag-transitively on $\operatorname{res}_{\mathcal{F}}(x)$. Since in addition $\Xi_{3}(x)$ is the complement of a geometrical hyperplane in $\mathcal{F}$, we conclude that the subgraph $\Theta$ in $\Xi$ induced by $\Xi_{3}(x)$ is a Cayley graph of $Q(x)$ with respect to a generating set indexed by the point set of $\mathcal{D}_{t}(3)=\operatorname{res}_{\mathcal{F}}(x)$. Since $\Theta$ is a subgraph in the collinearity graph of $\mathcal{F}$, it is clear that the geometrical triangles are present and in view of the discussions in Section 2.5, we observe that $Q(x)$ is a representation group of $\mathcal{D}$ and hence (i) follows.

The suborbit diagram of the collinearity graph of $\mathcal{D}_{t}(3)$ (in cases $t=2$ and 4 , respectively) is given below.


We apply (2.3.7) for $B(x)=\Gamma_{3}(x)$. The conditions in (2.3.7) follow from the above mentioned basic properties of $\mathcal{D}_{t}(3)$.

In the remainder of the section we provide some ground for the belief that the universal representation groups of $\mathcal{D}_{t}(n)$ for $n \geq 4$ are "large" by establishing a lower bound on the order of the commutator subgroup of the universal representation group of $\mathcal{D}_{2}(4)$. We start by formulating yet another useful property of $\mathcal{D}_{2}(n)$ which can be deduced directly from the definitions.

Lemma 3.7.8 Let $\mathcal{D}=\mathcal{D}_{2}(n), \Gamma$ be the collinearity graph of $\mathcal{D}$, $v$ be an element of type $n$ in $\mathcal{D}$ (a 1-subspace in the natural module $X$ ) and $\Delta=$ $\Delta(v)$ be the subgraph in $\Gamma$ induced by the vertices containing $v$. Then
(i) $\Delta$ is isomorphic to the collinearity graph of $\operatorname{res}_{\mathcal{D}}(v) \cong \mathcal{D}_{2}(n-1)$;
(ii) if $x \in \Gamma \backslash \Delta$ then $x$ is adjacent in $\Gamma$ to a unique vertex from $\Delta$ which we denote by $\pi_{\Delta}(x)$;
(iii) if $l=\{x, y, z\}$ is a line in $\mathcal{D}$ then either $l \subset \Delta$, or $|l \cap \Delta|=1$ or $l \subset \Gamma \backslash \Delta$;
(iv) if $l \subset \Gamma \backslash \Delta$ then $\left\{\pi_{\Delta}(x), \pi_{\Delta}(y), \pi_{\Delta}(z)\right\}$ is a line of $\mathcal{D}$.

Lemma 3.7.9 In terms of (3.7.8) let $R$ be a group and $\varphi: \Delta \rightarrow R$ be a mapping such that $(R, \varphi)$ is a representation of $\operatorname{res}_{\mathcal{D}}(v) \cong \mathcal{D}_{2}(n-1)$. Define a mapping $\psi: \Gamma \rightarrow R$ by the following rule:

$$
\psi(x)= \begin{cases}1 & \text { if } x \in \Delta \\ \varphi\left(\pi_{\Delta}(x)\right) & \text { otherwise }\end{cases}
$$

Then $(R, \psi)$ is a representation of $\mathcal{D}$.
Proof. Easily follows from (3.7.8).
Let $\Pi=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ be the set of elements of type $n$ in $\mathcal{D}_{2}(n)$, where $k=2^{2 n}-1$. For $1 \leq i \leq k$ let $\left(R_{i}, \varphi_{i}\right)$ be the universal representation of $\operatorname{res}_{\mathcal{D}_{2}(n)}\left(v_{i}\right)$ and $\left(R_{i}, \psi_{i}\right)$ be the representation of $\mathcal{D}_{2}(n)$ obtained from ( $R_{i}, \varphi_{i}$ ) as in (3.7.9). Let

$$
(T, \psi)=\left(R_{1}, \psi_{1}\right) \times \ldots \times\left(R_{k}, \psi_{k}\right)
$$

be the product of the representations $\left(R_{i}, \psi_{i}\right)$. By the general result (2.1.4) we obtain the following lemma.

Lemma 3.7.10 $(T, \psi)$ is a representation of $\mathcal{D}_{2}(n)$.
Let us estimate the order of the commutator subgroup $T^{\prime}$ of $T$ in the case $n=4$. Let $z_{i}$ be the unique non-identity element in the commutator subgroup $R_{i}^{\prime}$ of $R_{i}\left(R_{i}^{\prime}\right.$ is of order 2 by (3.7.7)). Then the commutator subgroup $T_{0}^{\prime}$ of the direct product $T_{0}:=R_{1} \times \ldots \times R_{k}$ is of order $2^{k}$ consisting of the elements

$$
\left(z_{1}^{\varepsilon_{1}}, z_{2}^{\varepsilon_{2}}, \ldots, z_{k}^{\varepsilon_{k}}\right)
$$

where $\varepsilon_{i} \in\{0,1\}$. Thus $T_{0}^{\prime}$ is isomorphic to the power space of the set $\Pi$ (the set of elements of type 4 in $\left.\mathcal{D}_{2}(4)\right)$. By (3.7.9) and the proof of (3.7.7 (ii)) we have the following.

Lemma 3.7.11 For $x, y \in \Gamma$ we have

$$
\left[\psi_{i}(x), \psi_{i}(y)\right]=z_{i}
$$

if and only if $\{x, y\} \cap \Delta\left(v_{i}\right)=\emptyset$ and $d_{\Gamma}\left(\pi_{\Delta\left(v_{i}\right)}(x), \pi_{\Delta\left(v_{i}\right)}(y)\right)=3$.
Lemma 3.7.12 For $x, y \in \Gamma$ let

$$
[\psi(x), \psi(y)]=\left(z_{1}^{\varepsilon_{1}(x, y)}, z_{2}^{\varepsilon_{2}(x, y)}, \ldots, z_{k}^{\varepsilon_{k}(x, y)}\right)
$$

Then
(i) if $d_{\Gamma}(x, y) \leq 2$ then $\varepsilon_{i}(x, y)=0$ for all $1 \leq i \leq k$;
(ii) if $d_{\Gamma}(x, y)=3$ then $\varepsilon_{i}(x, y)=1$ if and only if $\Psi\left(x \cap y, v_{i}\right)=1$;
(iii) if $d_{\Gamma}(x, y)=4$ then $\varepsilon_{i}(x, y)=1$ if and only if $v_{i} \notin x \cup y$.

Proof. If $d_{\Gamma}(x, y) \leq 2$ then $x$ and $y$ are contained in a common quad and by (3.7.1) their images even in the universal representation group of $\mathcal{D}_{2}(4)$ commute, which gives (i). If $d_{\Gamma}(x, y)=3$ then $u:=x \cap y$ is 1dimensional. Hence the intersection $\left(v_{i}^{\perp} \cap x\right) \cap\left(v_{i}^{\perp} \cap y\right)$ if non-empty can only be $u$ and $u$ is in the intersection if and only if $\Psi\left(u, v_{i}\right)=0$, hence (ii) follows. If $d_{\Gamma}(x, y)=4$ then $x \cap y=0$. If $v_{i} \in x$ or $v_{i} \in y$ then $\psi_{i}(x)=1$ or $\psi_{i}(y)=1$, respectively and $\varepsilon_{i}(x, y)=0$. On the other hand if $v_{i} \notin x \cup y$ then $\left(v_{i}^{\perp} \cap x\right) \cap\left(v_{i}^{\perp} \cap y\right)=0$. This means that

$$
d_{\Gamma}\left(\pi_{\Delta\left(v_{i}\right)}(x), \pi_{\Delta\left(v_{i}\right)}(y)\right)=3 \text { and by }(3.7 .11) \varepsilon_{i}(x, y)=1
$$

which gives (iii) and completes the proof.
It was checked by D.V. Pasechnik using the GAP computer package [GAP] that vectors as in (3.7.12 (ii), (iii)) generate a 135 -dimensional submodule. Thus we have the following.

Proposition 3.7.13 The commutator subgroup of the universal representation group of $\mathcal{D}_{2}(4)$ is of order at least $2^{135}$.

## $3.8 \quad \mathcal{G}\left(3 \cdot S_{4}(2)\right)$

Let $\mathcal{G}=\mathcal{G}\left(3 \cdot S_{4}(2)\right), G=$ Aut $\mathcal{G} \cong 3 \cdot S_{4}(2), E=O_{3}(G)$ and $(V, \varphi)$ be the universal abelian representation of $\mathcal{G}$. Let $V^{z}=C_{V}(E), V^{c}=[V, E]$. Then by the previous subsection and (2.4.1) $V^{z}$ is the 5 -dimensional natural module for $O_{5}(2) \cong S_{4}(2)$. From the basic properties of the action of $M_{24}$ on $\mathcal{G}\left(M_{24}\right)$ we observe that the hexacode module $V_{h}$ is a representation module for $\mathcal{G}$. Since $E$ acts on $V_{h}$ fixed-point freely, $V_{h}$ is a quotient of $V^{c}$.

Lemma 3.8.1 $V^{c}=V_{h}$.

Proof. The fixed-point free action of $E$ on $V^{c}$ turns the latter into a $G F(4)$-module for $G$. If $\bar{x}=\{x, y, z\}$ is an orbit of $E$ on the point set of $\mathcal{G}$ then $\varphi^{c}(\bar{x}):=\left\langle\varphi^{c}(x), \varphi^{c}(y), \varphi^{c}(z)\right\rangle$ is a 1-dimensional $G F(4)$ subspace of $V^{c}$. On the other hand, $\bar{x}$ is a point of $\overline{\mathcal{G}}=\mathcal{G}\left(S_{4}(2)\right)$. Hence we can consider the mapping $\chi: \bar{x} \mapsto \varphi^{c}(\bar{x})$ of the point-set into the set of 1-dimensional subspace of $V^{c}$. Arguing as in the proof of (2.2.1) and in view of (3.4.2) it is easy to show that the $G F(4)$-dimension of $V^{c}$ is at most 5 . Let $U$ be the kernel of the homomorphism of $V^{c}$ onto $V_{h}$. Then the $G F(4)$-dimension of $U$ is at most 2 and the action of $E$ on $U$ is fixed-point free. Since $G$ does not split over $E$, unless $U$ is trivial, it must be a faithful $G F(4)$-module for $G$. By the order reason $G$ is not a subgroup of $\Gamma L_{2}(4)$, hence $U$ is trivial and the result follows.

Let $\mathcal{G}^{*}$ be the enrichment of $\mathcal{G}=\mathcal{G}\left(3 \cdot S_{4}(2)\right)$. Recall that the points of $\mathcal{G}^{*}$ are that of $\mathcal{G}$ while the lines of $\mathcal{G}^{*}$ are the lines of $\mathcal{G}$ together with the orbits of $E$ on the set of points (thus $\mathcal{G}$ has 45 points and 60 lines).

Lemma 3.8.2 $R\left(\mathcal{G}^{*}\left(3 \cdot S_{4}(2)\right)\right) \cong V_{h}$.
Proof. By (3.8.1) we only have to show that $R^{*}:=R\left(\mathcal{G}^{*}\left(3 \cdot S_{4}(2)\right)\right)$ is abelian. For this we apply (2.3.7). Consider the collinearity graph $\Gamma$ of $\mathcal{G}=\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ the suborbit diagram of which is given in Section 2.6 in [Iv99] and let $\varphi$ be the mapping which turns $R^{*}$ into the representation group of $\mathcal{G}^{*}$. Let

$$
B(x)=\Gamma_{2}(x), \quad A(x)=\Pi \backslash B(x)
$$

We claim that the conditions in (2.3.7) are satisfied. Since $\{x\} \cup \Gamma_{4}(x)$ is the only non-trivial imprimitivity block of $3 \cdot S_{4}(2)$ on $\Gamma$ containing $x$, it is clear that the graph $\Xi$ defined as in (2.3.7) (i) is connected. Since the girth of $\Gamma$ is 5 it is easy to see that the graph $\Sigma^{x}$ defined as in (2.3.7) (ii) is connected. Let $y \in \Gamma_{i}(x)$ for $i=0,1,3$ or 4 . If $i=0,1$ or 4 then $x$ and $y$ are equal or adjacent in $\mathcal{G}^{*}$ and hence $[\varphi(x), \varphi(y)]=1$. If $i=3$ then $\varphi(x)$ and $\varphi(y)$ commute by (2.4.4). Thus by (2.3.7) the commutator subgroup of $R^{*}$ is of order at most 2 . By (3.8.1) $R^{*} /\left(R^{*}\right)^{\prime} \cong V_{h}$ and since $3 \cdot S_{4}(2)$ does not preserve a non-zero symplectic form on $V_{h}, R^{*}$ is abelian by (2.3.8) and (2.3.9).

In what follows we will make use of the following property of the hexacode module which can be checked directly.

Lemma 3.8.3 Let $\left(R^{*}, \varphi\right)$ be the universal representation of $\mathcal{G}^{*}\left(3 \cdot S_{4}(2)\right)$, where $R^{*}$ is isomorphic to the hexacode module $V_{h}$. Let $x$ be a point and $R_{1}^{*}(x)$ be the subgroup in $R^{*}$ generated by the elements $\varphi(y)$ taken for the points $y$ collinear to $x$ in $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ (there are six such points). Then $R_{1}^{*}(x)$ is of order $2^{3}$.

Lemma 3.8.4 The universal representation group of $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ is infinite.
Proof. By (2.3.6) it is sufficient to show that $\mathcal{G}=\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ contains a hyperplane with a disconnected complement. Let $\overline{\mathcal{G}}=\mathcal{G}\left(S_{4}(2)\right)$ and $\chi$ be
the covering of $\mathcal{G}$ onto $\overline{\mathcal{G}}$. Let $\Omega$ be a set of size 6 so that the points of $\overline{\mathcal{G}}$ are the transpositions in $\bar{G}=\operatorname{Sym}(\Omega)$. Then the lines of $\overline{\mathcal{G}}$ are maximal sets of pairwise commuting transpositions. Notice that the points of $\mathcal{G}$ are the involutions which map onto transpositions under the homomorphism of $\mathcal{G}$ onto $\overline{\mathcal{G}}$ and the lines of $\mathcal{G}$ are maximal sets of such involutions which commute. Let $\alpha$ be an element of $\Omega$ and $\bar{H}$ be the set of transpositions which do not stabilize $\alpha$. Then $|\bar{H}|=5$ and it is easy to see that $\bar{H}$ is a geometrical hyperplane. The complement of $\bar{H}$ consists of 10 transpositions in the stabilizer of $\alpha$ in $\bar{G}$, which form a Petersen subgraph. Let $H=\chi^{-1}(\bar{H})$, so that $H$ is a hyperplane in $\mathcal{G}$ by (2.3.1). Let $S$ be the preimage in $G$ of the stabilizer of $\alpha$ in $\bar{G}$. Then $A:=O^{\infty}(S) \cong A l t_{5}$ and $S / A \cong S y m_{3}$. It is easy to see that the points in the complement of $H$ (considered as involutions in $G$ ) map surjectively into the set of involutions in $S / A$. Since two points in the collinearity graph of $\mathcal{G}$ are adjacent if they commute, the preimage in the complement of $H$ of an involution from $S / A$ is a connected component (isomorphic to the Petersen graph).

In Section 10.2 we will make use of the following property of the universal representation module of $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ which can be check by direct calculation.

Lemma 3.8.5 Let $(W, \psi)$ be an abelian representation of $\mathcal{G}=\mathcal{G}\left(3 \cdot S_{4}(2)\right)$. Let $l$ be a line of $\mathcal{G}$ and $\Xi$ be the set of points of $\mathcal{G}$ collinear to at least one point in $l$ (so that $|\Xi|=15$ ) and

$$
d_{l}(W)=\operatorname{dim}\langle\psi(x) \mid x \in \Xi\rangle
$$

Then
(i) if $W=V$ is the universal abelian representation module of $\mathcal{G}$ (so that $\operatorname{dim} W=11$ ) then $d_{l}(W)=8$;
(ii) if $W=V^{z}$ is the 5 -dimensional orthogonal module, then $d_{l}(W)=$ $\operatorname{dim} W=5$.

## $3.9 \mathcal{G}\left(A l t_{5}\right)$

Recall that the points and lines of $\mathcal{G}=\mathcal{G}\left(A l t_{5}\right)$ are the edges and vertices of the Petersen graph with the natural incidence relation. The collinearity graph $\Gamma$ of $\mathcal{G}$ is a triple antipodal covering of the complete graph on 5 vertices with the following intersection diagram.


Thus every edge is contained in a unique antipodal block of size 3 called an antipodal triple. The following result is an easy combinatorial exercise.

Lemma 3.9.1 Let $\mathcal{G}^{*}$ be the point-line incidence system whose points are the points of $\mathcal{G}\left(A l t_{5}\right)$ and whose lines are the lines of $\mathcal{G}\left(A l t_{5}\right)$ together with the antipodal triples. Then $\mathcal{G}^{*} \cong \mathcal{G}\left(S_{4}(2)\right)$.

By the above lemma the universal representation group $V_{5}(2)$ of $\mathcal{G}\left(S_{4}(2)\right)$ is a representation group of $\mathcal{G}$ and it is the largest one with the property that the images of points in an antipodal triple product to the identity element. The next result shows that the universal representation module of $\mathcal{G}$ is related to $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$.

Lemma 3.9.2 The module $V\left(\mathcal{G}\left(A l t_{5}\right)\right)$ is 6-dimensional, isomorphic to the hexacode module restricted to a subgroup Sym So $_{5}$ in $3 \cdot S_{4}(2)$.

Proof. Let $\mathcal{H}=\mathcal{G}\left(3 \cdot S_{4}(2)\right), \overline{\mathcal{H}}=\mathcal{G}\left(S_{4}(2)\right), H=3 \cdot S_{4}(2), \bar{H}=S_{4}(2)$. Let $G \cong S_{5} m_{5}$ be a subgroup in $H$, whose (isomorphic) image in $\bar{H}$ acts transitively on the point set of $\overline{\mathcal{H}}$. Then $G$ has two orbits, $\Pi_{1}$ and $\Pi_{2}$ on the point set of $\mathcal{H}$ with lengths 15 and 30 , respectively. The points in $\Pi_{1}$ together with the lines contained in $\Pi_{1}$ form a subgeometry in $\mathcal{H}$ isomorphic to $\mathcal{G}$ and the image of $\Pi_{1}$ in the hexacode module forms a spanning set. These facts can be checked by a direct calculation in the hexacode module and also follow from (4.2.6) and (4.3.2) below.

The next lemma shows that the universal representation group of $\mathcal{G}$ is infinite.

Lemma 3.9.3 The universal representation group of $\mathcal{G}\left(A l t_{5}\right)$ is infinite.
Proof. The points and lines of $\mathcal{G}=\mathcal{G}\left(A l t_{5}\right)$ are the edges and vertices of the Petersen graph with the natural incidence relation. Take the standard picture of the Petersen graph and let $H$ be the set of 5 edges which join the external pentagon with the internal star. Then it is easy to see that $H$ is a geometrical hyperplane whose complement consists of two connected components - the pentagon and the star. Now the result is immediate from (2.3.6).

Recall that if $\mathcal{G}$ is a $P$-geometry of rank $n \geq 2$ then the derived graph $\Delta=\Delta(\mathcal{G})$ has $\mathcal{G}^{n}$ as the set of vertices and two such vertices are adjacent if they are incident in $\mathcal{G}$ to a common element of type $n-1$ (the derived graph explains the term vertices for the elements of type $n$ and the term links for the elements of type $n-1$. The vertices and links incident to a given element $u$ of type $n-2$ in $\mathcal{G}$ form a Petersen subgraph $\Delta[u]$ in $\Delta$. The derived system $\mathcal{D}=\mathcal{D}(\mathcal{G})$ of $\mathcal{G}$ is the point-line incidence system $(\Pi, L)$ whose points are the elements of type $n$ (the vertices) and a triple of such elements form a line if they are incident to a common element $u$ of type $n-2$ and are the neighbours of a vertex in the Petersen subgraph $\Delta[u]$. A representation group of $\mathcal{D}$ is called a derived group of $\mathcal{G}$. In the case of $\mathcal{G}=\mathcal{G}\left(A l t_{5}\right)$ the points of $\mathcal{D}$ are the vertices of the Petersen graph $\Delta$ and the lines are the sets $\Delta(x)$ taken for all the vertices $x$ in $\Delta$. Let $V_{o}$ be the orthogonal module of $O_{4}^{-}(2) \cong \operatorname{Sym}_{5}$ which is also the heart of the permutational $G F(2)$-module on a set $\Sigma$ of size 5 . Then $V_{o}$ is 4 -dimensional irreducible module for $S y m_{5}$ called the orthogonal module. The group $S y m_{5}$ acts on the set of non-zero vectors in $V_{o}$ with two orbits of length 5 and 10 indexed by 1 - and 2 -element subsets of $\Sigma$. Let $\psi$ be the mapping from the set of 2-element subsets of $\Sigma$ (the points of $\mathcal{D}$ ) into $V_{p}$ which commutes
with the action of $\operatorname{Sym}_{5}$. It is easy to check that $\left(V_{o}, \psi\right)$ is the universal representation of $\mathcal{D}$ which gives the following.

Lemma 3.9.4 The universal representation group of $\mathcal{D}\left(\mathcal{G}\left(A l t_{5}\right)\right)$ is the orthogonal module $V_{o}$ for Sym $_{5}$.

## $3.10 \quad \mathcal{G}\left(3^{\left[{ }_{2}^{2}\right]_{2}} \cdot S_{2 n}(2)\right)$

Let $\widetilde{\mathcal{G}}=\mathcal{G}\left(3^{[n]_{2}} \cdot S_{2 n}(2)\right), n \geq 3$, so that $\widetilde{\mathcal{G}}$ is a $T$-geometry of rank $n$ with the automorphism group $\left.\widetilde{G} \cong 3^{[n}{ }_{2}^{n}\right]_{2} \cdot S_{2 n}(2)$. Let $\chi: \widetilde{\mathcal{G}} \rightarrow \mathcal{G}$ be the morphism of geometries where $\mathcal{G}=\mathcal{G}\left(S_{2 n}(2)\right)$. We can identify the elements of $\mathcal{G}$ with the $E$-orbits on $\widetilde{\mathcal{G}}$, where $E=O_{3}(\widetilde{G})$ and then $\chi$ sends an element of $\widetilde{\mathcal{G}}$ onto the $E$-orbit containing this element. Clearly the morphism $\chi$ commutes with the action of $\widetilde{G}$ and $G \cong S_{2 n}(2)$ is the action induced by $\widetilde{G}$ on $\mathcal{G}$ (which is the full automorphism group of $\mathcal{G}$ ).

Let $\left(U, \varphi_{a}\right)$ be the universal abelian representation of $\widetilde{\mathcal{G}}$. Then

$$
U=U^{z} \oplus U^{c}=C_{U}(E) \oplus[U, E]
$$

By (2.4.1) and (3.6.2) $U^{z}$ is the $(2 n+1)$-dimensional orthogonal module for $G \cong S_{2 n}(2) \cong \Omega_{2 n+1}(2)$. In this section we prove the following.

Proposition 3.10.1 In the above terms $U^{c}$, as a $G F(2)$-module for $\widetilde{G}$, is induced from the unique 2-dimensional irreducible GF(2)-module of

$$
\left.3^{[n}\right]_{2} \cdot \Omega_{2 n}^{-}(2) \cdot 2<\widetilde{G} .
$$

In particular $\operatorname{dim} U^{c}=2^{n}\left(2^{n}-1\right)$.
Within the proof of the above proposition we will see that the universal representation group of $\widetilde{\mathcal{G}}$ is infinite.

Let us recall some basic properties of $\widetilde{\mathcal{G}}$ and $\mathcal{G}$ (cf. Chapter 6 in [Iv99]). Concerning $\mathcal{G}$ we follow the notation introduced in Section 3.5, so that $V$ is the natural symplectic module of $G, \Psi$ is the symplectic form on $V$ preserved by $G$ and $\mathcal{Q}=\mathcal{Q}^{+} \cup \mathcal{Q}^{-}$is the set of quadratic forms on $V$ associated with $\Psi$. For $f \in \mathcal{Q}^{\varepsilon}$ (where $\varepsilon \in\{+,-\}$ ) let $O(f) \cong O_{2 n}^{\varepsilon}(2)$ be the stabilizer of $f$ in $G$ and $\Omega(f) \cong \Omega_{2 n}^{\varepsilon}(2)$ be the commutator subgroup of $O(f)$.

Let $v$ be a point of $\mathcal{G}$ (which is a 1-dimensional subspace of $V$ identified with its unique non-zero vector). Let $G(v) \cong 2^{2 n-1}: S_{2 n-2}(2)$ be the stabilizer of $v$ in $G, K(v)=O_{2}(G(v))$ be the kernel of the action of $G(v)$ on $\operatorname{res}_{\mathcal{G}}(v)$ and $R(v)$ be the centre of $G(v)$ which is the kernel of the action of $G(v)$ on the set of points collinear to $v$. The subgroup $R(v)$ is of order 2 generated by the element

$$
\tau(v): u \mapsto u+\Psi(u, v) v,
$$

which is the transvection of $V$ with centre $v$ and axis $v^{\perp}$ (the orthogonal complement of $v$ with respect to $\Psi$ ). The following result is rather standard

Lemma 3.10.2 Let $v$ be a point of $\mathcal{G}$ and $f \in \mathcal{Q}$. Then the following assertions hold:
(i) $C_{V}(\tau(v))=v^{\perp}$;
(ii) if $f(v)=0$ then $\tau(v) \notin O(f)$;
(iii) if $f(v)=1$ then $\tau(v) \in O(f) \backslash \Omega(f)$.

Proof. The group $G$ induces a rank 3 action on the point-set of $\mathcal{G}$. Since $\tau(v)$ is in the centre of $G(v)$ and fixes every point in $v^{\perp}$, it must act fixed-point freely on $V \backslash v^{\perp}$ and hence we have (i). Let $u$ be a point of $\mathcal{G}$. If $u \in v^{\perp}$ then $u^{\tau(v)}=u$ and hence $f\left(u^{\tau(v)}\right)=f(u)$; if $u \in V \backslash v^{\perp}$, then

$$
f\left(u^{\tau(v)}\right)=f(u+v)=f(u)+f(v)+\Psi(v, u) .
$$

Since in this case $\Psi(v, u)=1$, the equality $f\left(u^{\tau(v)}\right)=f(u)$ holds if and only if $f(v)=1$. By (i) $\operatorname{dim} C_{V}(\tau(v))=2 n+1$ (which is an odd number) but we know (cf. p. xii in [CCNPW]) that an element $g \in O(f)$ is contained in $\Omega(f)$ if and only if $\operatorname{dim} C_{V}(g)$ is even. Hence we have (ii) and (iii).

Let $\widetilde{v}$ be a point of $\widetilde{\mathcal{G}}$ such that $\chi(\widetilde{v})=v$ and $\widetilde{G}(\widetilde{v})$ be the stabilizer of $\widetilde{v}$ in $\widetilde{G}$. Then $\widetilde{G}(\widetilde{v})$ induces the full automorphism group of $\operatorname{res}_{\widetilde{\mathcal{G}}}(\widetilde{v})$ and $\widetilde{K}(\widetilde{v})=O_{2}(\widetilde{G}(\widetilde{v}))$ is the kernel of the action. The natural homomorphism of $\widetilde{G}$ onto $G$ induced by the morphism $\chi$ maps $\widetilde{K}(\widetilde{v})$ isomorphically onto $K(v)$. In particular the centre of $\widetilde{K}(\widetilde{v})$ is generated by the unique element $\widetilde{\tau}(\widetilde{v})$. Let $\widetilde{R}(\widetilde{v})$ be the subgroup in $\widetilde{G}$ generated by $\widetilde{\tau}(\widetilde{v})$.

Lemma 3.10.3 The following assertion holds:
(i) $\widetilde{R}(\widetilde{v})$ is the kernel of the action of $\widetilde{G}(\widetilde{v})$ on the set of points collinear to $\widetilde{v}$;
(ii) if $\widetilde{u}$ is a point collinear to $\widetilde{v}$ then $[\widetilde{\tau}(\widetilde{v}), \widetilde{\tau}(\widetilde{u})]=1$.

Proof. Since $\widetilde{K}(\widetilde{v})$ stabilizes every line incident to $\widetilde{v}$, the morphism $\chi$ commutes with the action of $\widetilde{G}$ and $\tau(v)$ fixes every point collinear to $v$, (i) follows. Since $\widetilde{R}(\widetilde{u})$ is a characteristic subgroup of $\widetilde{G}(\widetilde{v})$, (ii) follows from (i).

Recall that $\widetilde{G}$ is a subgroup in the semidirect product $\widehat{G}=W: G$, where $W$ is an elementary abelian 3 -group which (as a $G F(3)$-module for $G$ ) is induced from a non-trivial 1-dimensional module $W_{f}$ of the subgroup $O(f)$ of $G$, where $f \in \mathcal{Q}^{-}$. This means that the elements of $\Omega(f)$ centralize $W_{f}$ and the elements from $O(f) \backslash \Omega(f)$ act by negation. Thus $W$ possesses a direct sum decomposition

$$
W=\bigoplus_{f \in \mathcal{Q}^{-}} W_{f}
$$

The group $G$ permutes the direct summands in the natural (doubly transitive) way.

For a form $f \in \mathcal{Q}^{-}$let $\widetilde{O}(f)$ be the full preimage of $O(f)$ in $\widetilde{G}$ (with respect to the natural homomorphism). Let $\widehat{O}(f)=W: O(f)$ be a subgroup of $\widehat{G}$ (where $O(f)$ is treated as a subgroup of the complement $G$ to $W$ ). It is clear that

$$
W\lfloor f\rfloor:=\bigoplus_{g \in \mathcal{Q}^{-}, g \neq f} W_{g}
$$

is a subgroup of index 3 in $W$ normalized by $O(f)$ while $\widehat{N}\lfloor f\rfloor=W\lfloor f\rfloor$ : $\Omega(f)$ is a normal subgroup of index 6 in $\widehat{O}(f)$ and the corresponding factor group is isomorphic to $\mathrm{Sym}_{3}$. The next statement follows directly from the definitions.

Lemma 3.10.4 $\widetilde{N}\lfloor f\rfloor:=\widehat{N}\lfloor f\rfloor \cap \widetilde{O}(f)$ is a normal subgroup in $\widetilde{O}(f)$ and

$$
D\lfloor f\rfloor:=\widetilde{O}(f) / \widetilde{N}\lfloor f\rfloor \cong \text { Sym }_{3}
$$

Let $\xi$ denote the natural homomorphism of $\widetilde{O}(f)$ onto $D\lfloor f\rfloor$. Let $e$ be the identity element and $i_{1}, i_{2}, i_{3}$ be the involutions in $D\lfloor f\rfloor$. We define a mapping $\varrho$ of the point-set of $\widetilde{\mathcal{G}}$ onto $\left\{e, i_{1}, i_{2}, i_{3}\right\}$ by the following rule

$$
\varrho(\widetilde{v})= \begin{cases}e & \text { if } \widetilde{\tau}(\widetilde{v}) \notin \widetilde{O}(f) \\ \xi(\widetilde{\tau}(\widetilde{v})) & \text { otherwise }\end{cases}
$$

Lemma 3.10.5 The following assertions hold:
(i) $\varrho^{-1}(e)$ is a geometrical hyperplane $\widetilde{H}(f)$ in $\widetilde{\mathcal{G}}$;
(ii) for $\alpha \in\{1,2,3\}$ the set $\varrho^{-1}\left(i_{\alpha}\right)$ is a union of connected components of the subgraph in the collinearity graph of $\widetilde{\mathcal{G}}$ induced by the complement of $\widetilde{H}(f)$.

Proof. Notice first that by (3.10.2) if $\tau(\widetilde{v}) \in \underset{\sim}{\widetilde{O}}(f)$ we have $\xi(\widetilde{\tau}(\widetilde{v}))=i_{\alpha}$ for $\alpha \in\{1,2,3\}$. Let $\widetilde{l}=\{\widetilde{v}, \widetilde{u}, \widetilde{w}\}$ be a line in $\widetilde{\mathcal{G}}$ and $l=\{v, u, w\}$ be its image under $\chi$. Then $\{0, v, u, w\}$ is an isotropic subspace in $V$. Hence $f$ is zero on exactly one or on all three points in $l$. In the former case $\widetilde{\tau}(\widetilde{p}) \notin \widetilde{O}(f)$ for every $\widetilde{p} \in \widetilde{l}$ and $\widetilde{l}$ is in $\varrho^{-1}(e)$. In the latter case exactly one of the points of $\widetilde{l}$ (say $\widetilde{v}$ ) is in $\varrho^{-1}(e)$ and hence (i) follows. Also in the latter case we have $\xi(\widetilde{\tau}(\widetilde{u}))=i_{\alpha}$ and $\xi(\widetilde{\tau}(\widetilde{w}))=i_{\beta}$. Since $[\widetilde{\tau}(\widetilde{u}), \widetilde{\tau}(\widetilde{w})]=1$ by (3.10.3 (ii)), we have $\alpha=\beta$, which gives (ii).

Now by (2.3.6) and (3.10.5) we have the following
Lemma 3.10.6 Let $F=F(f)$ be the group freely generated by the involutions $i_{1}, i_{2}$ and $i_{3}$ and let $e$ be the identity element of $F$. Then $(F, \varrho)$ is a $\widetilde{O}(f)$-admissible representation of $\widetilde{\mathcal{G}}$, in particular the universal representation group of $\widetilde{\mathcal{G}}$ is infinite.

Let $\bar{F}$ be the quotient of $F$ as (3.10.6) over the commutator subgroup of $F$. Then $\bar{F}$ is elementary abelian of order $2^{3}$ and it is the quotient of the universal representation module $U$ of $\widetilde{\mathcal{G}}$. Furthermore $C_{\bar{F}}(E)$ is of order 2 and it is the quotient of $U^{z}$, while

$$
U\lfloor f\rfloor:=\bar{F}(f) / C_{\bar{F}(f)}(E)
$$

is a 2-dimensional quotient of $U^{c}$.
Lemma 3.10.7 Let $U^{0}$ be the direct sum of the representation modules $U\lfloor f\rfloor$ taken for all $f \in \mathcal{Q}^{-}$. Then $U^{0}$ is a representation module of $\widetilde{\mathcal{G}}$ of dimension $2^{n}\left(2^{n}-1\right)$.

Proof. We can define a mapping $\varrho^{0}$ from the point-set of $\widetilde{\mathcal{G}}$ into $U^{0}$ applying the construction similar to that after the proof of (2.3.2), so that the line relations hold. It is easy to see that the kernels of $E$ acting on the $U\lfloor f\rfloor$ are pairwise different which implies that $U^{0}$ is an irreducible $\widetilde{G}$-module. Hence $U^{0}$ is generated by the image of $\varrho^{0}$.

The above lemma gives a lower bound on the dimension of $U^{c}$. We complete the proof of (3.10.1) by establishing the upper bound using the technique of Section 2.4. We are going to show that in the considered situation the condition (M) from Section 2.4 holds and describe the acceptable hyperplanes in $\mathcal{G}$. Towards this end we need a better understanding of the structure of $E$ as a $G F(3)$-module for $G(v) \cong 2^{2 n-1}: S_{2 n-2}(2)$.

As above let $\widetilde{v}$ be a point of $\widetilde{\mathcal{G}}$ such that $\chi(\widetilde{v})=v$ and $E(\widetilde{v})$ be the stabilizer of $\widetilde{v}$ in $E$. The next lemma summarizes what we have observed above.

Lemma 3.10.8 The following assertions hold:
(i) the subgroup $E(\widetilde{v})$ is independent on the particular choice of $\widetilde{v} \in$ $\chi^{-1}(v)$ (and hence will be denoted by $E(v)$ );
(ii) the subgroup $E(v)$ is of order $\left.3^{[n-1}\right]_{2}$ and it coincides with $O_{3}$ of the action of $\widetilde{G}(\widetilde{v})$ on $\left.\operatorname{res}_{\widetilde{\mathcal{G}}}(\widetilde{v}) \cong \mathcal{G}\left(3^{[n-1}\right]_{2} \cdot S_{2 n-2}(2)\right)$;
(iii) $E(v) \leq C_{E}(K(v))$.

We have observed in Section 3.5 that $K(v)=O_{2}(G(v))$ is elementary abelian isomorphic to the orthogonal module of $G(v) / K(v) \cong S_{2 n-2}(2) \cong$ $\Omega_{2 n-1}(2)$. Hence (3.5.1) implies that $G(v)$ has three orbits, $\mathcal{H}^{p}, \mathcal{H}^{+}$and $\mathcal{H}^{-}$on the set $\mathcal{H}$ of hyperplanes (subgroups of index 2 ) in $K(v)$ with lengths

$$
2^{2 n-2}-1, \quad 2^{n-2}\left(2^{n-1}+1\right), \quad 2^{n-2}\left(2^{n-1}-1\right)
$$

respectively.
On the other hand, since $K(v)$ is a 2-group,

$$
E=C_{E}(K(v)) \oplus[E, K(v)]
$$

and every non-trivial irreducible $K(v)$-submodule in $E$ is 1-dimensional contained in $[E, K(v)]$ with kernel being a hyperplane in $K(v)$. Let $\mathcal{E}_{H}$ be the sum of the irreducibles for which $H$ is the kernel. It is clear that $\operatorname{dim} \mathcal{E}_{H}$ is independent on the choice of $H$ from its $G(v)$-orbit. Hence we have the following decomposition

$$
[E, K(v)]=\bigoplus_{H \in \mathcal{H}} \mathcal{E}_{H}
$$

Since $\left.\operatorname{dim} C_{E}(K(v)) \geq \operatorname{dim} E(v)={ }_{2}^{n-1}\right]_{2}$ by (3.10.8 (iii)), we conclude that $\operatorname{dim}[E, K(v)]$ is at most $\left[\begin{array}{c}n \\ 2\end{array}\right]_{2}-\left[\begin{array}{c}n-1 \\ 2\end{array}\right]_{2}=2^{n-2}\left(2^{n-1}-1\right)$ which is exactly the length of the shortest $G(v)$-orbit on $\mathcal{H}$. This gives the following.

Lemma 3.10.9 The following assertions hold:
(i) $E(v)=C_{E}(K(v))$;
(ii) $[E, K(v)]$ possesses the direct sum decomposition

$$
[E, K(v)]=\bigoplus_{H \in \mathcal{H}^{-}} \mathcal{E}_{H}
$$

where $\mathcal{H}^{-}$is the $G(v)$-orbit on the hyperplanes in $K(v)$ indexed by the quadratic forms of minus type and $\operatorname{dim} \mathcal{E}_{H}=1$;
(iii) $G(v)$ induces on the set of direct summands in (ii) the doubly transitive action of $G(v) / K(v) \cong S_{2 n-2}(2)$ on the cosets of $O_{2 n-2}^{-}(2)$;
(iv) the element $\tau(v)$ negates $\mathcal{E}_{H}$ for every $H \in \mathcal{H}^{-}$, so that $E(v)=$ $C_{E}(\tau(v))$.

Proof. The assertions (i) - (iii) follow from the equality of upper and lower bounds on $\operatorname{dim}[E, K(v)]$ deduced before the lemma. Since $\tau(v)$ is in the centre of $G(v)$ and the latter acts transitively on $\mathcal{H}^{-}$, it is clear that $\tau(v)$ acts on all the $\mathcal{E}_{H}$ in the same way. Since $\tau(v)$ can not centralize the whole $E$, (iv) follows.

In order to establish the condition (M) we need the following lemma.
Lemma 3.10.10 Let $\{v, u, w\}$ be a line in $\mathcal{G}$. Then
(i) the images of $\tau(u)$ and $\tau(w)$ in $G(v) / K(v)$ are non-trivial and equal;
(ii) $E(u) \cap E(w) \leq E(v)$.

Proof. It is immediate from (3.10.3 (ii)) that $[\tau(v), \tau(u)]=1$ and hence $\tau(u) \in G(v)$ (similarly for $w$ ). It is easy to deduce directly from the definition of the transvections $\tau(u)$ and $\tau(w)$ that they induce the same non-trivial action on $\operatorname{res}_{\mathcal{G}}(v)$ which gives (i). By (3.10.9 (iv)) $E(v) \cap E(u)=$ $C_{E(v)}(\tau(u))$ and $E(v) \cap E(w)=C_{E(v)}(\tau(w))$. Since $K(v)$ commutes with $E(v)$, in view of (i), we have $E(v) \cap E(u)=E(v) \cap E(w)$. By the obvious symmetry, the intersections are also equal to $E(u) \cap E(w)$ and hence (ii) follows.

Lemma 3.10.11 In the considered situation the condition (M) holds.
Proof. Put $I=\mathcal{H}^{-}$(which is the $G(v)$-orbit on the set of hyperplanes in $K(v)$ indexed by the quadratic forms of minus type) and for $i \in I$ let $B_{i}$ be the image in $E / E(v)$ of the subspace $\mathcal{E}_{i}$ as in (3.10.9 (ii)). Then the $B_{i}$ are 1-dimensional and $G(v)$ permutes them doubly transitively by (3.10.9 (iii)). Thus in order to show that the graph $\Theta$ in the condition (M) is connected, it is sufficient to show that it has at least one edge. Let $\{v, u, w\}$ be a line in $\mathcal{G}$. Then by (3.10.9 (iv)) and (3.10.10) $E(u) \neq E(v)$ and therefore $\tau(u)$ has on $I$ an orbit $\{i, j\}$ of length 2. By (3.10.10 (i)) the action of $\tau(w)$ on $I$ coincides with that of $\tau(u)$ and hence $\{i, j\}$ is also a $\tau(w)$-orbit. Put $B_{i j}=\left\langle B_{i}, B_{j}\right\rangle$ and let $B_{u}$ and $B_{w}$ be the centralisers in $B_{i j}$ of $\tau(u)$ and $\tau(w)$, respectively. Then $B_{u}$ and $B_{w}$ are contained in the images in $E / E(v)$ of $E(u)$ and $E(w)$, respectively and $B_{u} \neq B_{w}$ by (3.10.10 (ii)). Since clearly $\left\{B_{u}, B_{w}\right\} \cap\left\{B_{i}, B_{j}\right\}=\emptyset$, (M) holds.

Now we are going to complete the proof of (3.10.1) by showing that $U^{0}$ as in (3.10.3) is the whole $U^{c}$. Since the condition (M) holds by (3.10.11) we have to bound the number of acceptable hyperplanes. First of all since $U^{0}$ is a non-trivial quotient of $U^{c}$, there are acceptable hyperplanes. By noticing that the dimension of $U^{0}$ is twice the length of the shortest $G$-orbit on the set of geometrical hyperplanes in $\mathcal{G}$, we conclude that (in the notation of (3.5.2)) the hyperplanes $H(f)$ for $f \in \mathcal{Q}^{-}$are acceptable. Since the universal representation group of $\mathcal{G}$ is finite by (3.5.4), (2.4.8) applies and shows that $\operatorname{dim} U^{c}$ is at most twice the number of acceptable hyperplanes in $\mathcal{G}$. Hence it remains to prove the following.

Lemma 3.10.12 Let $H$ be a geometrical hyperplane in $\mathcal{G}$, such that either $H=H(f)$ for $f \in \mathcal{Q}^{+}$of $H=H(v)$ for a point $v$ of $\mathcal{G}$. Then $H$ is not acceptable.

Proof. Suppose that $H$ is acceptable. Then by (2.4.6 (i)) the subgroups $E(u)$ taken for all points $u$ of $\mathcal{G}$ outside $H$ generate a subgroup $Y(H)$ of index 3 in $E$. It is clear that $Y(H)$ is normalized by the stabilizer $G(H)$ of $H$ in $G$. We know by Lemma 6.7.3 in [Iv99] that $E$ (as a $G F(3)$-module for $G$ ) is self-dual. Hence $G(H)$ must normalize in $E$ a 1-dimensional subspace (which is the dual of $Y(H)$ ).

Let $x$ be an element of type $n$ in $\mathcal{G}$, so that $x$ is a maximal totally isotropic (which means $n$-dimensional) subspace in $V$. Its stabilizer $G(x) \cong$ $2^{n(n+1) / 2}: L_{n}(2)$ acts monomially on $E$ (cf. Lemma 6.8.1 in [Iv99]). More specifically $O_{2}(G(x))$ preserves the direct sum decomposition

$$
E=\bigoplus_{\alpha \in \mathcal{L}^{2}} T_{\alpha}
$$

Here $\mathcal{L}^{2}$ is the set of 2-dimensional subspaces of $x$ and every $T_{\alpha}$ is a 1-dimensional non-trivial module for $O_{2}(G(x))$. The factor group $G(x) / O_{2}(G(x)) \cong L_{n}(2)$ permutes the direct summands in the natural way (in particular the action is primitive). The kernels of the action of $O_{2}(G(x))$ on different $T_{\alpha}$ are pairwise different, in particular $G(x)$ acts irreducibly on
$E$. We are going to show that $G(H, x):=G(H) \cap G(x)$ does not normalize 1-subspaces in $E$.

Let $H=H(f)$ for $f \in \mathcal{Q}^{+}$. Then without loss of generality we can assume that $x$ is totally singular with respect to $f$, in which case $G(H, x) \cong 2^{n(n-1) / 2}: L_{n}(2)$. Since $G(H, x) O_{2}(G(x))=G(x)$, we conclude that $G(H, x)$ acts primitively on the set of direct summands $T_{\alpha}$. Hence the kernels of the action of $O_{2}(H, x)$ on different $T_{\alpha}$ are different and $G(H, x)$ still acts irreducibly on $E$, particularly it does not normalize 1-subspaces in $E$.

Finally let $H=H(v)$ where $v$ is a point and we assume that $v$ is contained in $x$. Then $G(H, x)=G(v) \cap G(x)$ contains $O_{2}(G(x))$ and has two orbits $\mathcal{L}_{1}^{2}(v)$ and $\mathcal{L}_{2}^{2}(v)$ on $\mathcal{L}^{2}$ with length $\left[\begin{array}{l}n-1\end{array}\right]_{2}$ and $\left[\begin{array}{c}n \\ 2\end{array}\right]_{2}-\left[\begin{array}{c}n-1 \\ 1\end{array}\right]_{2}$ consisting of the 2 -subspaces in $x$ containing $v$ and disjoint from $v$, respectively. Since $n \geq 3$, each orbit contain more than one element. Then $E$, as a module for $G(H, x)$, is the direct sum of two irreducible submodules

$$
\bigoplus_{\alpha \in \mathcal{L}_{1}^{2}(v)} T_{\alpha} \text { and } \bigoplus_{\alpha \in \mathcal{L}_{2}^{2}(v)} T_{\alpha},
$$

each of dimension more than 1 and hence again $G(H, x)$ does not normalize 1-subspaces in $E$.

## Chapter 4

## Mathieu groups and Held group

Let $(\mathcal{P}, \mathcal{B})$ be a Steiner system of type $S(5,8,24)$, where $\mathcal{P}$ is a set of 24 elements and $\mathcal{B}$ is a set of 7598 -element subsets of $\mathcal{P}$ called octads such that every 5 -element subsets of $\mathcal{P}$ is in a unique octad. Such a system is unique up to isomorphism and its automorphism group is the sporadic Mathieu group $M_{24}$. The octads from $\mathcal{B}$ generate in the power space $2^{\mathcal{P}}$ of $\mathcal{P}$ a 12 -dimensional subspace $\mathcal{C}_{12}$ called the Golay code. The empty set and the whole set $\mathcal{P}$ form a 1-dimensional subspace in $\mathcal{C}_{12}$ and the corresponding quotient $\mathcal{C}_{11}$ is an irreducible $G F(2)$-module for $M_{24}$. The quotient $\overline{\mathcal{C}}_{12}=2^{\mathcal{P}} / \mathcal{C}_{12}$ (equivalently the dual of $\mathcal{C}_{12}$ ) is the Todd module. It contains a codimension 1 submodule $\overline{\mathcal{C}}_{11}$ which is dual to $\mathcal{C}_{11}\left(\overline{\mathcal{C}}_{11}\right.$ is called the irreducible Todd module ). The stabilizer in $M_{24}$ of an element $p \in \mathcal{P}$ is the Mathieu group $M_{23}$ and the stabilizer of an ordered pair $(p, q)$ of such points is the Mathieu group $M_{22}$. The setwise stabilizer of $\{p, q\}$ is the automorphism group Aut $M_{22}$ of $M_{22}$. The irreducible Todd module $\overline{\mathcal{C}}_{11}$ restricted to Aut $M_{22}$ is an indecomposable extension of a 10-dimensional Todd module $\overline{\mathcal{C}}_{10}$ for Aut $M_{22}$ by a 1-dimensional submodule. Recall that a trio is a partition of $\mathcal{P}$ into three octads and a sextet is a partition of $\mathcal{P}$ into six 4 -element subsets (called tetrads) such that the union of any two such tetrads is an octad.

## $4.1 \mathcal{G}\left(M_{23}\right)$

For the rank $4 P$-geometry $\mathcal{G}=\mathcal{G}\left(M_{23}\right)$ the universal representation group is trivial. Indeed, the point set of $\mathcal{G}$ is $\mathcal{P} \backslash\{p\}$ for an element $p \in \mathcal{P}$ and the automorphism group $G \cong M_{23}$ of $\mathcal{G}$ acts triply transitively on the set of points. Hence every 3 -element subset of points is a line which immediately implies the following result.

Proposition 4.1.1 The universal representation group of $\mathcal{G}\left(M_{23}\right)$ is trivial.

Since the representation group of $\mathcal{G}\left(M_{23}\right)$ is trivial, the geometry does not possess flag-transitive affine $c$-extensions but there exists a non-affine flag-transitive $c$-extension having $M_{24}$ as the automorphism group (2.7.5).

## $4.2 \mathcal{G}\left(M_{22}\right)$

If $\{p, q\}$ is a 2 -element subset of $\mathcal{P}$ then the points of the rank $3 P$-geometry $\mathcal{G}=\mathcal{G}\left(M_{22}\right)$ are the sextets which contain $p$ and $q$ in the same tetrad. Since every tetrad is contained in a unique sextet the set of points can be identified with the set of 2-element subsets of $\mathcal{Q}:=\mathcal{P} \backslash\{p, q\}$. If $B$ is an octad containing $\{p, q\}$ then the 6 -element subset $H:=B \backslash\{p, q\}$ is called a hexad. There are 77 hexads which define on $\mathcal{Q}$ the structure of a Steiner system $S(3,6,22)$, in particular, every 3 -element subset of $\mathcal{Q}$ is in a unique hexad. In these terms a triple of points of $\mathcal{G}$ is a line if and only if the union of these points is a hexad. Then the automorphism group $G \cong$ Aut $M_{22}$ of $\mathcal{G}$ is the setwise stabilizer of $\{p, q\}$ in the automorphism group of $(\mathcal{P}, \mathcal{B})$ isomorphic to $M_{24}$. The octads from $\mathcal{B}$ disjoint from $\{p, q\}$ are called octets. The octets are the elements of type 3 in $\mathcal{G}\left(M_{22}\right)$.

From the action of $\mathrm{Co}_{2}$ on the rank 4 P -geometry geometry $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ containing $\mathcal{G}\left(M_{22}\right)$ as a point residue, one observes that the 10-dimensional Todd module is a representation module of $\mathcal{G}$. Let $x=\{a, b\}$ be a 2 element subset of $\mathcal{Q}$ (a point of $\mathcal{G}$ ) and $\psi(x)$ be the image in $\overline{\mathcal{C}}_{11}$ of the subset $\{p, q, a, b\}$ of $\mathcal{P}$.

Lemma 4.2.1 $\left(\overline{\mathcal{C}}_{11}, \psi\right)$ is an abelian representation of $\mathcal{G}\left(M_{22}\right)$.
Proof. Let $\left\{x_{1}, x_{2}, x_{3}\right\}$ be a line in $\mathcal{G}$, where $x_{i}=\left\{a_{i}, b_{i}\right\}$ for $1 \leq i \leq 3$. Then $\psi\left(x_{1}\right)+\psi\left(x_{2}\right)+\psi\left(x_{3}\right)$ is the image in $\overline{\mathcal{C}}_{11}$ of the set $\left\{p, q, a_{1}, b_{1}, a_{2}, b_{2}, a_{3}, b_{3}\right\}$ which is an octad and hence the image is zero.

We will show that $\left(\overline{\mathcal{C}}_{11}, \psi\right)$ is the universal representation of $\mathcal{G}$. First we show that if $(V, \chi)$ is the universal abelian representation of $\mathcal{G}$, then the dimension of $V$ is at most 11.

Let $H$ be a hexad. It follows directly from the definitions that the points and lines contained in $H$ form a subgeometry $\mathcal{S}$ in $\mathcal{G}$ isomorphic to $\mathcal{G}\left(S_{4}(2)\right)$ (cf. Lemma 3.4.4 in [Iv99]).

Lemma 4.2.2 Let $(V, \chi)$ be the universal abelian representation of $\mathcal{G}\left(M_{22}\right)$ and $H$ be a hexad. Then
(i) the subspace $V[H]$ in $V$ generated by the vectors $\chi(x)$ taken for all points $x$ contained in $H$ is a quotient of the universal representation module $V\left(\mathcal{G}\left(S_{4}(2)\right)\right.$ of $\mathcal{G}\left(S_{4}(2)\right)$;
(ii) for every element $r \in H$ the vectors $\chi(\{r, s\})$ taken for all $s \in H \backslash\{r\}$ generate in $V[H]$ a subspace of codimension at most 1 and

$$
\sum_{s \in H \backslash\{r\}} \chi(\{r, s\})=0
$$

Proof. (i) follows from (2.1.2), (3.4.4) and the paragraph before the lemma while (ii) is implied by a property of $V\left(\mathcal{G}\left(S_{4}(2)\right)\right.$.

Notice that in $\overline{\mathcal{C}}_{11}$ the images of all the pairs contained in a hexad generate a 5 -dimensional subspace.

Let $r \in \mathcal{Q}, \mathcal{R}=\mathcal{Q} \backslash\{r\}$ and $\mathcal{L}$ be the set of hexads containing $r$ (equivalently the octads containing $\{p, q, r\}$ ). Then by the basic property of the Steiner system $S(5,8,24)$ we observe that with respect to the natural incidence relation $\Pi=(\mathcal{R}, \mathcal{L})$ is a projective plane over $G F(4)$.

Lemma 4.2.3 Let $V\lfloor r\rfloor$ be the submodule in $V$ generated by the vectors $\chi(\{r, s\})$ taken for all $s \in \mathcal{R}$. Then the dimension of $V\lfloor r\rfloor$ is at most 11 .

Proof. Let $L$ be the stabilizer of $r$ in $G$. Then $L \cong P \Sigma L_{3}(4)$ acts doubly transitively on $\mathcal{R}$. Thus $V\lfloor r\rfloor$ is a quotient of the $G F(2)$-permutational module of $L$ acting on the set of points of $\Pi$. Furthermore by (4.2.2 (ii)) the sum of points on a line is zero. Now the result follows from the structure of the permutational module given in (3.1.4).

Proposition 4.2.4 In the above terms $V=V\lfloor r\rfloor$, in particular, $\operatorname{dim} V=$ 11 and $V \cong \overline{\mathcal{C}}_{11}$.

Proof. Suppose that $V \neq V\lfloor r\rfloor$ and put $\bar{V}=V / V\lfloor r\rfloor$. Since every point of $\mathcal{G}$ is contained in a hexad containing $r, V(H)$ is not contained in $V\lfloor r\rfloor$ for some hexad $H$ containing $r$. Since $V\lfloor r\rfloor$ is normalized by $L$ and $L$ acts (doubly) transitively of the set $\mathcal{L}$ of hexads containing $r$, the image of $V(H)$ in $\bar{V}$ is non-trivial for every hexad $H$ containing $r$. By (4.2.2 (ii)) this image is 1-dimensional. Let $i(H)$ denote the unique non-zero vector in this image. By considering a hexad which does not contain $r$ we can find a triple $H_{1}, H_{2}, H_{3}$ of hexads containing $r$ such that

$$
i\left(H_{1}\right)+i\left(H_{2}\right)+i\left(H_{3}\right)=0 .
$$

Since $L$ acts doubly transitively on the set of 21 hexads containing $r$, this implies that $\bar{V}^{\#}=\{i(H) \mid r \in H\}$ which is not possible since 21 is not a power of 2 minus one.

Proposition 4.2.5 $\left(\overline{\mathcal{C}}_{11}, \psi\right)$ is the universal representation of $\mathcal{G}\left(M_{22}\right)$.

Proof. By (4.2.4) all we have to show is that if $(R, \chi)$ is the universal representation of $\mathcal{G}$ then $R$ is abelian. Let $\Gamma$ be the collinearity graph of $\mathcal{G}=\mathcal{G}\left(M_{22}\right)$ whose suborbit diagram is the following:


Recall that $y \in \Gamma \backslash\{x\}$ is contained, respectively, in $\Gamma(x), \Gamma_{2}^{1}(x)$ and $\Gamma_{2}^{2}(x)$ if $x, y$ are disjoint contained in a hexad, intersect in one element, and are disjoint, not in a hexad (here $x$ and $y$ are considered as 2 -element subsets of $\mathcal{Q}$ ).

We apply (2.3.7) for $B(x)=\Gamma_{2}^{2}(x)$ and $A(x)=\Gamma \backslash B(x)$. Since the action of $G \cong$ Aut $M_{22}$ on $\Gamma$ is primitive and the lengths of the suborbits are pairwise different, the graph $\Xi$ is connected. Let us show that $\Sigma^{x}$ is connected. For a hexad $H$ let $\Gamma[H]$ be the subgraph in $\Gamma$ induced by the points contained in $H$. Then $\Gamma[H]$ is the collinearity graph of $\mathcal{G}\left(S_{4}(2)\right)$. Let $x=\{a, b\}$ and $H$ be a hexad which contains $a$ and does not contain $b$. Since any two hexads intersect in at most 2 elements, it is easy to see that the intersection $\Gamma[H] \cap \Gamma_{2}^{2}(x)$ is of size 10 (the pairs contained in $H$ and disjoint from $a$ ) and the subgraph in $\Sigma^{x}$ induced by the intersection is isomorphic to the Petersen graph. Since the hexads form the Steiner system $S(3,6,22)$, for every $z \in \Gamma_{2}^{2}$ there is a unique hexad which contains $a$ and $z$ (this hexad does not contain $b$ ). Hence the subgraphs induced by the subsets $\Gamma[H] \cap \Gamma_{2}^{2}(x)$ taken for all hexads containing $a$ and not containing $b$ form a partition of $\Gamma_{2}^{2}(x)$ into 16 disjoint Petersen subgraphs. In a similar way the hexads containing $b$ and not containing $a$ define another partition of $\Gamma_{2}^{2}(x)$ into 16 disjoint Petersen subgraphs. Furthermore, two Petersen subgraphs from different partitions intersect in at most one point. Hence every connected component of $\Sigma^{x}$ contains at least $100=10 \times 10$ vertices. Since $G(x)$ acts transitively on $\Gamma_{2}^{2}(x)$ and a connected component is an imprimitivity block, we conclude that $\Sigma^{x}$ is connected. By (3.4.4) for a hexad $H$ the points contained in $H$ generate in $R$ an abelian group (of order at most $2^{5}$ ). Since whenever $y \in A(x)$ there is a hexad containing $x$ and $y$, all the assumptions of (2.3.7) are satisfied and the commutator subgroup of $R$ has order at most 2. By (4.2.4), (2.3.8) and (2.3.9) if $R$ is non-abelian, $G$ acting of $\overline{\mathcal{C}}_{11}$ preserves a non-zero symplectic form. On the other hand, $\overline{\mathcal{C}}_{11}$ as a module for $G$ is indecomposable with irreducible factors of dimension 1 and 10 (cf. Lemma 2.15.3 in [Iv99]) which shows that there is no such form. Hence $R$ is abelian and the result follows.

Let $(V, \varphi)$ be the universal representation group of $\mathcal{G}$, so that $V \cong \overline{\mathcal{C}}_{11}$. Let $x$ be a point of $\mathcal{G}$. We will need some information of the structure of $V$ as a module for $G(x) \cong 2^{5}$. Sym $_{5}$. Put $\bar{G}(x)=G(x) / O_{2}(G(x)) \cong$ Sym $_{5}$.
and follow notation introduced in Section 2.1.
Lemma 4.2.6 The following assertions hold:
(i) $\bar{V}_{1}(x)$ is the universal representation module for $\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(A l t_{5}\right)$, in particular $\operatorname{dim} \bar{V}_{1}(x)=6$;
(ii) $V_{2}(x)=V\left[\Gamma_{2}^{1}(x)\right]=V\left[\Gamma_{2}^{2}(x)\right]$;
(iii) $\bar{V}_{2}(x)$ is the 4-dimensional orthogonal module for $\bar{G}(x)$ (with orbits on non-zero vectors of lengths 5 and 10.)

Notice that in (4.2.6) the module $\bar{V}_{2}(x)$ is isomorphic to the derived group of $\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(A l t_{5}\right)$ (compare (3.9.4)).

## $4.3 \mathcal{G}\left(M_{24}\right)$

Considering the action of $C o_{1}$ on the rank $4 T$-geometry $\mathcal{G}\left(C o_{1}\right)$ we observe that $\overline{\mathcal{C}}_{11}$ is a representation group of $\mathcal{G}=\mathcal{G}\left(M_{24}\right)$. Let $(R, \varphi)$ be the universal representation of $\mathcal{G}$. Recall that the points of $\mathcal{G}$ are the sextets. For a 2 -element subset $\{p, q\}$ of $\mathcal{P}$ the sextets containing $\{p, q\}$ in a tetrad induce a subgeometry $\mathcal{F}(p, q)$ isomorphic to $\mathcal{G}\left(M_{22}\right)$ (the lines and planes in the subgeometry are those of $\mathcal{G}$ contained in the point set of $\mathcal{F}(p, q))$. By $(4.2 .5)$ the image $\varphi(\mathcal{F}(p, q))$ of the points from the subgeometry $\mathcal{F}(p, q)$ in $R$ is abelian of order at most $2^{11}$ isomorphic to a quotient of $\overline{\mathcal{C}}_{11}$. Let $S=\{p, q, r\}$ be a 3 -element subset of $\mathcal{P}$. Then the intersection $\mathcal{F}(p, q) \cap \mathcal{F}(q, r)$ is of size 21 consisting of the sextets containing $S$ in a tetrad. By (4.2.4) $\varphi(\mathcal{F}(p, q))$ is generated by $\varphi(\mathcal{F}(p, q) \cap \mathcal{F}(q, r))$ which immediately shows that $\varphi(\mathcal{F}(p, q))=\varphi(\mathcal{F}(q, r))$. Since the graph on the set of 2-element subsets of $\mathcal{P}$ in which two such subsets are adjacent if their union is a 3 -element subset, is connected, we conclude that $R=\varphi(\mathcal{F}(p, q))$, which gives the following.

Proposition 4.3.1 The group $R\left(\mathcal{G}\left(M_{24}\right)\right)$ is abelian isomorphic to the irreducible Todd module $\overline{\mathcal{C}}_{11}$.

We will need some further properties of $\overline{\mathcal{C}}_{11}$ as a representation group of $\mathcal{G}$. Let $x \in \Pi, G(x) \cong 2^{6} .3 \cdot S_{4}(2)$ be the stabilizer of $x$ in $G \cong M_{24}$ and let $\Gamma$ be the collinearity graph of $\mathcal{G}$. Let $(V, \varphi)$ be the universal representation of $\mathcal{G}$ (where $V \cong \mathcal{C}_{11}$ by (4.3.1)). The following result is immediate from the structure of $V$ as a module for $G(x)$ (cf. Section 3.8 in [Iv99]).

Lemma 4.3.2 Let $\bar{G}(x)=G(x) / O_{2}(G(x)) \cong 3 \cdot S_{4}(2)$. Then the following assertions hold:
(i) $\bar{V}_{1}(x)$ is isomorphic to the hexacode module for $\bar{G}(x)$;
(ii) $V_{2}(x)=V\left[\Gamma_{2}^{2}(x)\right]=V\left[\Gamma_{2}^{1}(x)\right]$ and $\bar{V}_{2}(x)$ is isomorphic to the 4dimensional symplectic module of $\bar{G}(x) / O_{3}(\bar{G}(x)) \cong S_{4}(2)$.

## $4.4 \mathcal{G}\left(3 \cdot M_{22}\right)$

Let $\mathcal{G}=\mathcal{G}\left(3 \cdot M_{22}\right), G=\operatorname{Aut} \mathcal{G} \cong 3 \cdot \operatorname{Aut} M_{22}, E=O_{3}(G), \mathcal{S}=(\Pi, L)$ be the point-line incidence system of $\mathcal{G}$ and $\mathcal{S}^{*}$ be the enrichment of $\mathcal{S}$ with respect to $E$. Recall that the quotient $\overline{\mathcal{G}}$ of $\mathcal{G}$ with respect to the action of $E$ is isomorphic to $\mathcal{G}\left(M_{22}\right)$. The point set of $\overline{\mathcal{G}}$ is the set of 2-element subsets of $\mathcal{Q}=\mathcal{P} \backslash\{p, q\}$. In this subsection we determine the universal representation module of $\mathcal{G}$ and the universal representation group of $\mathcal{S}^{*}$. We do not know what is the universal representation group of $\mathcal{G}$ and even whether or not it is finite.

Let $(V, \varphi)$ be the universal abelian representation of $\mathcal{G}$. In terms of Subsection $2.4 V=V^{z} \oplus V^{c}$. By (2.4.1) $V^{z}$ is the universal representation module of $\mathcal{G}\left(M_{22}\right)$ (isomorphic to $\overline{\mathcal{C}}_{11}$ by (4.2.4)) and by (2.4.3) $V^{c}$ is the universal representation module of $\mathcal{S}^{*}$. Hence to achieve our goal it is sufficient to calculate the universal representation group $R^{*}$ of $\mathcal{S}^{*}$, since $V^{c}$ is the quotient of $R^{*}$ over its commutator subgroup.

Lemma 4.4.1 $R^{*}$ possesses a $G$-invariant factor group isomorphic $Q \cong$ $2_{+}^{1+12}$.

Proof. Consider the action of $J \cong J_{4}$ on the rank $4 P$-geometry $\mathcal{J}=\mathcal{G}\left(J_{4}\right)$ and let $x$ be a point of $\mathcal{J}$. Then $\operatorname{res}_{\mathcal{J}}(x) \cong \mathcal{G}, J(x) \cong 2_{+}^{1+12} . G$. Furthermore $Q:=O_{2}(J(x))$ is the kernel of the action of $J(x)$ on $\operatorname{res}_{\mathcal{J}}(x)$ and $Z(Q)$ is the kernel of the action of $J(x)$ on the set of points collinear to $x$. A Sylow 3-subgroup of $O_{2,3}(J(x))$ maps onto $E$ under the homomorphism of $J(x)$ onto $G$ and we will denote such a Sylow 3 -subgroup also by $E$. Then $E$ acts fixed-point freely on $\bar{Q}:=Q / Z(Q)$ and hence the latter is a quotient of $R^{*}$. We claim that $Q$ is itself a quotient of $R^{*}$.

Let $\widetilde{G}=N_{J(x)}(E)$. Then $\widetilde{G} / Z(Q) \cong G$ (in fact $\widetilde{G}$ does not split over $Z(Q))$. Let $\chi$ be the mapping of $\Pi$ into $\bar{Q}$ which turns the latter into a representation module of $\mathcal{G}$. Let $\Phi$ be the set of all preimages in $Q$ of the involutions from $\chi(\bar{\Pi})$. We claim that $\widetilde{G}$ acting of $\Phi$ has two orbits. Let $T$ be a $E$-orbit on the point set $\Pi$ of $\mathcal{G}$. Then $\chi(T)$ is an elementary abelian group of order $2^{2}$, the set $U$ of elements in $\Phi$ which map into $\chi(T)$ is of size 6 . Furthermore, $E$ acting on $U$ has two orbits (say $U_{1}$ and $U_{2}$ ) of size 3 each and $U$ generates in $Q$ an elementary abelian subgroup $W$ of order $2^{3}$. It is easy to see that $W=\left\langle U_{i}\right\rangle$ for exactly one $i \in\{1,2\}$. This means that the images of $U_{1}$ and $U_{2}$ under $\widetilde{G}$ form two different orbits of $\widetilde{G}$ on $\Phi$ and the claim follows. Applying (2.8.1) we obtain the result.

Proposition 4.4.2 The universal representation module $V^{c}$ of the enriched point-line incidence system $\mathcal{S}^{*}$ is 12-dimensional isomorphic to $\bar{Q}=Q / Z(Q)$.

Proof. (A few lemmas will be formulated within the proof). The fixedpoint free action of $E$ on $V^{c}$ turns the latter into a $G F(4)$-vector space, so that the representation of $\mathcal{S}^{*}$ in $V^{c}$ induces a mapping $\nu$ of the point set $\bar{\Pi}$ of $\overline{\mathcal{G}}$ into the set of 1-dimensional $G F(4)$-subspaces in $V^{c}$. Throughout the
proof the dimensions of $V^{c}$ and its subspaces are $G F(4)$-dimensions. By (4.4.1) all we have to show is that $\operatorname{dim} V^{c} \leq 6$. If $H$ is a hexad, then the preimages of the points from $\bar{\Pi}$ contained in $H$ form in $\mathcal{G}$ a subgeometry isomorphic to $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ and hence by (3.8.1) and the fact that $3 \cdot S_{4}(2)$ acts irreducibly on the hexacode module, we obtain the following, where $V^{c}(H)$ is the subspace in $V^{c}$ generated by the images under $\nu$ of the points contained in $H$.

Lemma 4.4.3 $\operatorname{dim} V^{c}(H)=3$.
Notice that the set of 1-dimensional subspaces $\nu(\bar{x})$ for $\bar{x} \in H$ are equal to the set of 15 points outside a hyperoval in the projective $G F(4)$-space associated with $V^{c}(H)$. From the basic properties of the projective $G F(4)-$ space (cf. Section 2.7 in [Iv99]) we deduce the following.

Lemma 4.4.4 Let $\bar{x}, \bar{y}$ be different points contained in a hexad $H$ and let $W$ be the 2-dimensional subspace of $V^{c}(H)$ generated by $\nu(\bar{x})$ and $\nu(\bar{y})$. Let $m$ be the number of 1-dimensional subspaces in $W$ of the form $\nu(\bar{z})$ for $\bar{z} \in H$. Then $m=5$ if $|\bar{x} \cap \bar{y}|=1$ and $m=3$ if $\bar{x}$ and $\bar{y}$ are disjoint.

Let $r \in \mathcal{Q}$ and $V^{c}\lfloor r\rfloor$ be the subspace in $V^{c}$ generated by the images under $\nu$ of the 2 -element subsets in $\mathcal{Q}$ (points of $\overline{\mathcal{G}}$ ) from the set

$$
\Delta=\{\{r, s\} \mid s \in \mathcal{Q} \backslash\{r\}\}
$$

Let $\bar{x}, \bar{y}$ be different points from $\Delta$ and $H$ be the unique hexad containing $\bar{x}$ and $\bar{y}$. Since $\bar{x} \cap \bar{y}=\{r\}$, by (4.4.4) every 1-dimensional subspace in the 2-dimensional subspace of $V^{c}(H)$ generated by $\nu(\bar{x})$ and $\nu(\bar{y})$ is of the form $\nu(\bar{z})$ for some $\bar{z} \in \Delta$. Hence every 1-dimensional subspace in $V^{c}\lfloor r\rfloor$ is of the form $\nu(\bar{z})$ for some $\bar{z} \in \Delta$ and we have the following.

Lemma 4.4.5 $\operatorname{dim} V^{c}\lfloor r\rfloor=3$.
Let $\bar{V}^{c}=V^{c} / V^{c}\lfloor r\rfloor$. For a hexad $H$ containing $r$ the image $\bar{V}^{c}(H)$ in $\bar{V}^{c}$ of $V^{c}(H)$ is 1-dimensional and it is easy to see that for $s \in \mathcal{Q} \backslash\{r\}$ the image in $\bar{V}^{c}$ of $V^{c}(s)$ is 2-dimensional, and every 1-dimensional subspace in this image is of the form $\bar{V}^{c}(H)$ for a hexad containing $r$ and $s$ (there are exactly 5 such hexads). Since the stabilizer of $r$ in $\bar{G}$ acts doubly transitively on the 21 subspaces $\bar{V}^{c}(H)$ taken for all the hexads $H$ containing $r$, we conclude that these are all 1-dimensional subspaces in $\bar{V}^{c}$. Hence $\operatorname{dim} \bar{V}^{c}=3$ and in view of (4.4.5) this completes the proof of Proposition 4.4.2.

Proposition 4.4.6 Let $\left(R^{*}, \varphi\right)$ be the universal representation of the enriched point-line incidence system of $\mathcal{G}\left(3 \cdot M_{22}\right)$. Then $R^{*} \cong 2_{+}^{1+12}$.

Proof. By (4.4.1) and (4.4.2) all we have to show is that the commutator subgroup of $R^{*}$ has order at most 2 . We apply (2.3.7). The suborbit diagram of the collinearity graph $\Gamma$ of $\mathcal{G}\left(3 \cdot M_{22}\right)$ with respect to $3 \cdot$ Aut $M_{22}$ is the following


We put $B(x)=\Gamma_{3}^{2}(x)$ and $A(x)=\Pi \backslash B(x)$. Let $x_{0}=x,\left\{x_{1}, x_{2}\right\}=$ $\Gamma_{4}^{1}(x)$. Since $\left\{x_{0}, x_{1}, x_{2}\right\}$ is the only imprimitivity block of $G$ on the vertex set of $\Gamma$ which contains $x$, the graph $\Xi$ is connected. Our next goal is to show that $\Sigma^{x}$ is connected. It is easy to see from the above suborbit diagram that

$$
\Gamma_{3}^{2}(x)=\Gamma_{2}^{2}\left(x_{1}\right) \cup \Gamma_{2}^{2}\left(x_{2}\right)
$$

Furthermore, $E$ permutes the sets $\Gamma_{2}^{2}\left(x_{i}\right)$ for $i=0,1,2$ fixed-point freely. Hence there is a line $\left\{z_{0}, z_{1}, z_{2}\right\}$ in $\mathcal{S}^{*}$ (an orbit of $E$ ), such that $z_{i} \in \Gamma_{2}^{2}\left(x_{i}\right)$, $0 \leq i \leq 2$. Thus it is sufficient to show that the subgraph in $\Sigma^{x}$ induced by $\Gamma_{2}^{2}\left(x_{1}\right)$ is connected. For a hexad $H$ the set $\Omega(H)$ of the preimages in $\mathcal{G}$ of the points from $\bar{G}$ contained in $H$ induces a subgeometry isomorphic to $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$. By (3.8.2) the elements $\varphi(y)$ taken for all $y \in \Omega(H)$ generate in $R^{*}$ an elementary abelian subgroup of order $2^{6}$ isomorphic to the hexacode module for $G[\Omega(H)] / O_{2}(\Omega(H)) \cong 3 \cdot S_{4}(2)$. Let $\bar{x}=\{a, b\} \subset \mathcal{Q}$ be the image of $x$ in $\overline{\mathcal{G}}$. If $H$ is a hexad which contains $a$ and does not contain $b$ then comparing the proofs of (4.2.5) and (3.8.4) one can see that $\Omega(H) \cap \Gamma_{2}^{1}(x)$ is of size 15 while for every $0 \leq i \leq 2$ the intersection $\Omega(H) \cap \Gamma_{2}^{2}\left(x_{i}\right)$ is of size 10 and induces a Petersen subgraph. Now arguing as in the proof of (4.2.5) we conclude that the subgraph in $\Sigma^{x}$ induced by $\Gamma_{2}^{2}\left(x_{1}\right)$ is connected.

Let us show that $\varphi(x)$ commutes with $\varphi(y)$ for every $y \in A(x)$. If $y \in \Gamma_{i}^{1}(x)$ for $0 \leq i \leq 4$ then there is a hexad $H$ such that $x, y \in \Omega(H)$ and in this case the conclusion follows from the previous paragraph. Let $R_{1}^{*}(x)$ be the subgroup generated by the elements $\varphi(u)$ taken for all $u \in \Gamma_{1}^{1}(x)$ and $\bar{R}_{1}^{*}(x)=R_{1}^{*}(x) / \varphi(x)$. We claim that $\bar{R}_{1}^{*}(x)$ is abelian. By $(2.6 .2) \bar{R}_{1}^{*}(x)$ is a representation group of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(A l t_{5}\right)$. Since the representation group of $\mathcal{H}$ is infinite, we need some additional conditions. Recall that the points of $\mathcal{H}$ are the edges of the Petersen graph and two such edges are collinear if they have a common vertex. If $H$ is a hexad containing $\bar{x}$ then the lines of $\mathcal{G}$ contained in $\Omega(H)$ and containing $x$ correspond to a triple of antipodal edges in the Petersen graph associated with $\mathcal{H}$. By (3.8.3) the product of images in $R_{1}^{*}(x)$ of these antipodal edges is the identity. On
the other hand, if we adjoin to the line set of $\mathcal{H}$ the five antipodal triple of edges, we obtain the geometry $\mathcal{G}\left(S_{4}(2)\right)$. Thus $\bar{R}_{1}^{*}(x)$ is a representation group of $\mathcal{G}\left(S_{4}(2)\right)$ and it is abelian by (3.4.4), so the claim follows. The suborbit diagram shows that there are 3 paths of length 2 joining a vertex $y \in \Gamma_{2}^{2}(x)$ with $x$. Since $\bar{R}_{1}^{*}(x)$ is abelian, by $(2.2 .3)[\varphi(x), \varphi(y)]=1$ which completes the proof.

As an immediate consequence of the above proof we have the following.
Corollary 4.4.7 Let $\left(R^{*}, \varphi\right)$ be the universal representation of the enriched point-line system of $\mathcal{G}=\mathcal{G}\left(3 \cdot M_{22}\right)$ (where $R^{*} \cong 2_{+}^{1+12}$ ) and $r$ be the nonidentity element in the centre of $R^{*}$. Then for points $x, y$ of $\mathcal{G}$ we have $[\varphi(x), \varphi(y)]=r$ if $y \in \Gamma_{3}^{2}(x)$ and $[\varphi(x), \varphi(y)]=1$ otherwise.

Let $x$ be a point of $\mathcal{G}$. We will need some information of the structure of $V^{c}$ as a module for $G(x) \cong 2^{5}$. Sym $_{5}$. Put $\bar{G}(x)=G(x) / O_{2}(G(x)) \cong$ Sym $_{5}$.

Lemma 4.4.8 The module $V^{c}$ possesses a unique composition series of $G(x)$-submodules:

$$
V^{(1)}<V^{(2)}<V^{(3)}<V^{(4)}<V^{(5)}<V^{c}
$$

where $V^{(1)}=\varphi^{c}(x), V^{(2)}=V^{c}\left[\Gamma_{4}^{1}(x)\right] ; V^{(3)}=V^{c}\left[\Gamma_{1}^{1}(x)\right] ; V^{(4)}=$ $V^{c}\left[\Gamma_{2}^{1}(x)\right]=V^{c}\left[\Gamma_{3}^{1}(x)\right] ; V^{(5)}=V^{c}\left[\Gamma_{2}^{2}(x)\right]$. Furthermore
(i) $V^{(1)}, V^{(2)} / V^{(1)}, V^{(5)} / V^{(4)}$ and $V^{c} / V^{(5)}$ are 1-dimensional;
(ii) $V^{(3)} / V^{(2)}$ and $V^{(4)} / V^{(3)}$ are isomorphic to the natural (4-dimensional irreducible) module for $\bar{G}(x)$;
(iii) $V^{(5)} / V^{(3)}$ is isomorphic to the indecomposable extension of the natural module by 1-dimensional module and it is dual to $V^{(3)} / V^{(1)}$.

Proof. Since $V^{c}$ is a factor group of $R^{*} \cong 2_{+}^{1+12}$ there is a $G$-invariant quadratic form $q$ on $V^{c}$. Let $H$ be a hexad. We know that $V^{c}[\Omega(H)]$ is isomorphic to the hexacode module $V_{h}$ for $S / O_{2}(S) \cong 3 \cdot S_{4}(2)$ where $S$ is the stabilizer of $\Omega(H)$ in $G$. Since $S / O_{2}(S)$ does not preserve a nonzero quadratic form on $V_{h}, V^{c}[\Omega(H)]$ is a maximal isotropic subspace with respect to $q$. Let $f$ be the bilinear form associated with $q$. The proof of (4.4.6) in view of $(2.3 .8)$ shows that for $y \in \Pi$ we have $f\left(\varphi^{c}(x), \varphi^{c}(y)\right) \neq 0$ if and only if $y \in \Gamma_{3}^{2}(x), V^{c}\left[\Pi \backslash \Gamma_{3}^{2}(x)\right]$ has codimension 1 in $V^{c}$. This implies that $V^{c}\left[\cup_{i=0}^{4} \Gamma_{i}^{1}(x)\right]$ has codimension 2 in $V^{c}$ and by the above this is the perp of $V^{c}\left[\{x\} \cup \Gamma_{4}^{1}(x)\right]$. By the proof of (4.4.6) $V^{c}\left[\Gamma_{1}^{1}(x)\right]$ has dimension at most 6 . If the dimension is 5 then

$$
V^{c}\left[\Gamma_{1}^{1}(x)\right]^{\#}=\left\{\varphi^{c}(y) \mid y \in\{x\} \cup \Gamma_{1}^{1}(x)\right\}
$$

which is certainly impossible. Now the result is straightforward.
The following information can be found in [J76] or deduced directly.

Lemma 4.4.9 Let $\left(\bar{Q}, \varphi_{a}\right)$ be the universal abelian representation of $\mathcal{G}(3$. $M_{22}$ ) as in (4.4.2). Then $G=3 \cdot$ Aut $M_{22}$ has exactly there orbits, $Q_{1}, Q_{2}$ and $Q_{3}$ on the set of non-identity elements of $\bar{Q}$, where $Q_{1}=\operatorname{Im} \varphi$ is of size $693, Q_{2}$ is of size 1386 and $Q_{3}$ is of size 2016. In particular a Sylow 2 -subgroup of $G$ fixes a unique non-zero vector in $\bar{Q}$ and this fixed vector is in $Q_{1}$.

## $4.5 \quad \mathcal{D}\left(M_{22}\right)$

Let $G=M_{22}, \mathcal{G}=\mathcal{G}(G)$ be the $P$-geometry of $M_{22}$, and $\Delta=\Delta(\mathcal{G})$ be the derived graph of $\mathcal{G}$. Then the action of $M_{22}$ on $\Delta$ is distance-transitive and the intersection diagram is the following:


Let $\mathcal{D}=\mathcal{D}\left(M_{22}\right)$ be the derived system of $\mathcal{G}$. Recall that the points of $\mathcal{D}$ are the vertices of $\Delta$ and a triple $\{u, v, w\}$ of such vertices is a line if there is a Petersen subgraph $\Sigma$ in $\Delta$ (an element of type 2 in $\mathcal{G}$ ) and a vertex $x \in \Sigma$ such that $\{u, v, w\}=\Sigma(x)$ (the set of neighbours of $x$ in $\Sigma$ ).

Let $(D, \delta)$ be the universal representation of $\mathcal{D}$. As usual for a subset $\Lambda$ of the vertex set of $\Delta$

$$
D[\Lambda]=\langle\delta(z) \mid z \in \Lambda\rangle
$$

Lemma 4.5.1 Let $\mathcal{C}_{10}$ be the 10-dimensional Golay code module (which is an irreducible $G F(2)$-module for $\left.M_{22}\right)$. Then $\left(\mathcal{C}_{10}, \chi\right)$ is a representation of $\mathcal{D}$ for a suitable mapping $\chi$.

Proof. The vertices of $\Delta$ (which are the points of $\mathcal{D}$ ) are the octets (the octads of the $S(5,8,24)$-Steiner system disjoint from the pair $\{p, q\}$ of points involved in the definition of $\mathcal{G}\left(M_{22}\right)$ ) and two octets are adjacent if they are disjoint. The module $\mathcal{C}_{10}$ can be defined as the subspace in the power space of $\mathcal{P} \backslash\{p, q\}$ generated by the octets. Let $S=\left\{T_{1}, T_{2}, \ldots, T_{6}\right\}$ be a sextet such that $\{p, q\} \in T_{1}$. Then for $2 \leq i<j \leq 6$ the union $T_{i} \cup T_{j}$ is an octet and all the 10 octets arising in this way induce in $\Delta$ a Petersen subgraph $\Sigma$. Let $x$ be a vertex of $\Sigma$, say $x=T_{2} \cup T_{3}$. Then

$$
u=T_{4} \cup T_{5}, v=T_{4} \cup T_{6}, w=T_{5} \cup T_{6}
$$

are the neighbours of $x$ in $\Sigma$. Since $\mathcal{C}_{10}$ is a subspace in the power space, the addition is performed by the symmetric difference operator and hence

$$
u+v+w=0
$$

which means that $\mathcal{C}_{10}$ is a representation group of $\mathcal{D}$.
We are going to show that $\mathcal{C}_{10}$ is the universal representation group of $\mathcal{D}$. First we recall some known properties of $\Delta$. If $\Sigma$ is a Petersen subgraph
in $\Delta$ and $x \in \Delta$ then the type of $\Sigma$ with respect to $x$ is the sequence $\left(t_{0}, t_{1}, t_{2}, t_{3}, t_{4}\right)$, where $t_{j}=\left|\Sigma \cap \Delta_{j}(x)\right|$ for $0 \leq j \leq 4$. The next two lemmas are easy to deduce from the diagram on p. 137 in [Iv99].

Lemma 4.5.2 For $x \in \Delta$ the subgroup $G(x) \cong 2^{3}: L_{3}(2)$ acts transitively on the set of Petersen subgraphs in $\Delta$ of a given type with respect to $x$. Furthermore, if $\Sigma$ is a Petersen subgraph and $\mathcal{O}$ is the orbit of $\Sigma$ under $G(x)$, then one of the following holds:
(i) $\Sigma$ is of type $(1,3,6,0,0)$ and $|\mathcal{O}|=7$;
(ii) $\Sigma$ is of type $(0,1,3,6,0)$ and $|\mathcal{O}|=28$;
(iii) $\Sigma$ is of type $(0,0,2,4,4),|\mathcal{O}|=84$ and a vertex from $\Sigma \cap \Delta_{4}(x)$ is adjacent to 2 vertices from $\Sigma \cap \Delta_{3}(x)$;
(iv) $\Sigma$ is of type $(0,0,0,6,4),|\mathcal{O}|=112$ and a vertex from $\Sigma \cap \Delta_{3}(x)$ is adjacent to 2 vertices from $\Sigma \cap \Delta_{4}(x)$.

Lemma 4.5.3 Let $H$ be a hexad and $\mathcal{S}=(\Pi, L)$ be the incidence system, such that $\Pi$ consists of the edges $\{x, y\}$ of $\Delta$ such that the sum of $x$ and $y$ in $\mathcal{C}_{10}$ is the complement of $H$ and $L$ are the non-empty intersections of $\Pi$ with Petersen subgraphs in $\Delta$. Then
(i) every line in $L$ is of size 3 and form an antipodal triple of edges in a Petersen subgraph;
(ii) $\mathcal{S}$ is isomorphic to the generalized quadrangle $\mathcal{G}\left(S_{4}(2)\right)$ of order $(2,2)$;
(iii) for an edge $\{x, y\} \in \Pi$ the set $\Pi$ contains 6 edges in $\Delta_{2}(x) \cap \Delta_{2}(y)$ and 8 edges in $\Delta_{4}(x) \cap \Delta_{4}(y)$.

Lemma 4.5.4 Let $\Sigma$ be a Petersen subgraph in $\Delta$, let

$$
\left\{\left\{x_{i}, y_{i}\right\} \mid 1 \leq i \leq 3\right\}
$$

be an antipodal triple of edges in $\Sigma$ and $\Xi$ be the set of vertices on these three edges. Then $D[\Xi]$ is elementary abelian of order $2^{3}$ and the product $\delta\left(x_{i}\right) \delta\left(y_{i}\right)$ is independent of the choice of $i \in\{1,2,3\}$.

Proof. The statement can be deduced from (3.9.4) by means of elementary calculations.

Lemma 4.5.5 For $x \in \Delta$ the equality $D\left[\Delta_{3}(x)\right]=D\left[\Delta_{4}(x)\right]$ holds.
Proof. Let $\Sigma$ be a Petersen subgraph of type ( $0,0,0,6,4$ ) and $u \in$ $\Sigma \cap \Delta_{3}(x)$. By (4.5.2 (iv)) $u$ is adjacent to 2 vertices in $\Sigma \cap \Delta_{4}(x)$, say to $y$ and $z$. Then if $v$ is the unique vertex from $\Sigma \cap \Delta_{3}(x)$ adjacent to $u$ then $\delta(v)=\delta(y) \delta(z)$ which implies the inclusion $D\left[\Delta_{3}(x)\right] \leq D\left[\Delta_{4}(x)\right]$. The inverse inclusion can be established similarly by considering a Petersen subgraph of type $(0,0,2,4,4)$.

Lemma 4.5.6 In notation of (4.5.3) let $\Theta$ be the set of 30 vertices incident to the edges from $\Pi$. Then $D[\Theta]$ is abelian of order at most $2^{6}$.

Proof. Let $d=\delta(x) \delta(y)$ for an edge $\{x, y\} \in \Pi$. Then by (4.5.4) and (4.5.3) $d$ is independent on the particular choice of the edge. Let

$$
\varepsilon:\{x, y\} \mapsto\langle\delta(x), \delta(y)\rangle /\langle d\rangle
$$

By the definition and (4.5.4) $(D[\Theta] /\langle d\rangle])$ is a representation of $\mathcal{S}$. By (3.4.4) $D[\Theta] /\langle d\rangle$ is elementary abelian of order at most $2^{5}$. Hence the commutator subgroup of $D[\Theta]$ is contained in $\langle d\rangle$. We claim that the commutator subgroup is trivial. Indeed, consider the representation $\left(\mathcal{C}_{10}, \chi\right)$ as in (4.5.1) and let $\psi$ be the homomorphism of $D$ onto $\mathcal{C}_{10}$ such that $\chi$ is the composition of $\delta$ and $\psi$. Since $\mathcal{C}_{10}$ is abelian, in order to prove the claim it is sufficient to show that $\psi(d)$ is not the identity. But this is clear since the images under $\chi$ of two adjacent vertices are different. Hence the result.

Lemma 4.5.7 $D$ is abelian.
Proof. For $x, y \in \Delta$ we have to show that $\delta(x)$ and $\delta(y)$ commute. If $d_{\Delta}(x, y) \leq 2$ then $x$ and $y$ are in a common Petersen subgraph and the commutativity follows from (3.9.4); if $d_{\Delta}(x, y)=4$ then by (4.5.3) $x$ and $y$ are contained in a set $\Theta$ as in (4.5.6) and the commutativity follows from that lemma. Finally by (4.5.5) we have $D\left[\Delta_{3}(x)\right] \leq D\left[\Delta_{4}(x)\right]$ which completes the proof.

Now we are ready to prove the main result of the section. As usual for a vertex $x \in \Delta$ and $0 \leq i \leq 4$ put

$$
\begin{gathered}
D_{i}(x)=\left\langle\delta(y) \mid d_{\Delta}(s, y) \leq i\right\rangle \\
\bar{D}_{i}(x)=D_{i}(x) / D_{i-1}(x) \text { for } i \geq 1
\end{gathered}
$$

Proposition 4.5.8 The universal representation group of the derived system of $\mathcal{G}\left(M_{22}\right)$ is abelian of order $2^{10}$ isomorphic to the $M_{22}$-irreducible Golay code module $\mathcal{C}_{10}$.

Proof. In view of (4.5.1) it is sufficient to show that the order of $D$ is at most $2^{10}$. We fix $x \in \Delta$ and consider the $\bar{D}_{i}(x)$ as $G F(2)$-modules of $G(x) \cong 2^{3}: L_{3}(2)$. Let $\pi$ denote the residue $\operatorname{res}_{\mathcal{G}}(x)$ which is the projective plane of order 2 whose points are the edges incident to $x$ and the lines are the Petersen subgraphs containing $x$.

Step 0. $\operatorname{dim} D_{0}(x) \leq 1$.
Step 1. $\operatorname{dim} D_{1}(x) \leq 3$.
The set $\Delta(x)$ is of size 7 and the lines of $\mathcal{D}$ contained in this set turn it into the point set of the projective plane $\pi$. Now the result is immediate from (3.1.2).

Step 2. $\operatorname{dim} \bar{D}_{2}(x) \leq 3$.

For a Petersen subgraph $\Sigma$ of type $(1,3,6,0,0)$ the image of $D[\Sigma]$ in $\bar{D}_{2}(x)$ is 1-dimensional. There are 7 subgraphs of this type and hence there are 7 such images which clearly generate the whole $\bar{D}_{2}(x)$ and are naturally permuted by $G(x) / Q(x) \cong L_{3}(2)$. Now a Petersen subgraph of type $(0,1,3,6,0)$ turns $\bar{D}_{2}(x)$ into a representation module of the dual of $\pi$. Hence the claim is again from (3.1.2).

Step 3. $\operatorname{dim} \bar{D}_{3}(x) \leq 3$.
By the previous step we see that the image in $\bar{D}_{s}(x)$ of $D_{2}[y]$ for $y \in \Delta(x)$ is at most 1-dimensional and these images generate the whole section. Now a Petersen subgraph of type $(0,0,0,6,4)$ provide $\bar{U}_{3}(x)$ with a structure of a representation module for a triple system and we apply (3.1.2) once again.

Step 4. $D_{4}(x) \leq D_{3}(x)$.
This is an immediate consequence of (4.5.5).
As a consequence of the proof of (4.5.8) we obtain the following.
Corollary 4.5.9 Let $(D, \delta)$ be the universal representation group of the derived system of $\mathcal{G}\left(M_{22}\right)$ and $x \in \Delta$. Then $D=D_{3}(x)$ while $D_{2}(x)$ is of order $2^{7}$.

Since Sym $_{5}$ acts primitively on the vertex-set of the Petersen graph, it is easy to deduce from (4.5.8) the following.

Corollary 4.5.10 Let $U$ be a quotient of the $G F(2)$-permutational module of $M_{22}$ acting on the 330 vertices of the derived graph $\Delta\left(\mathcal{G}\left(M_{22}\right)\right)$ such that the vertices of the Petersen subgraph generate a 4-dimensional subspace. Then $U$ is isomorphic to the 10-dimensional Golay code module $\mathcal{C}_{10}$.

## $4.6 \quad \mathcal{G}(H e)$

It was shown in [MSm82] that the rank $3 T$-geometry $\mathcal{G}(\mathrm{He})$ associated with the Held sporadic simple group possesses a natural representation in an irreducible 51-dimensional $G F(2)$-module for $H e$ (which is the restriction modulo 2 of an irreducible module over complex numbers for He ). It has been check by B. McKay (private communication) on a computer that the $\operatorname{dim} V(\mathcal{G}(H e))$ is 52 . Thus in view of (2.1.1) we have the following result.

Proposition 4.6.1 the universal representation module $V(\mathcal{G}(H e))$, as a $G F(2)$-module for $H e$ is an indecomposable extension of a 51-dimension irreducible He-module by a 1-dimensional submodule.

## Chapter 5

## Conway groups

The tilde geometry $\mathcal{G}\left(C o_{1}\right)$ of the first Conway group, the Petersen geometry $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ of the second Conway group and the $c$-extended dual polar space $\mathcal{G}\left(3 \cdot U_{4}(3)\right)$ possess representations in 24 -, 23- and 12 -dimensional sections of $\bar{\Lambda}^{(24)}$ (the Leech lattice taken modulo 2). We show that in the former two cases the representations are universal (cf. Propositions 5.2.3, 5.3 .2 , and 5.4.1). In the latter case the extension of the 12-dimensional representation module to an extraspecial group supports the universal representation of the enriched point-line system of $\mathcal{G}\left(3 \cdot U_{4}(3)\right)$ (cf. Proposition 5.6 .5 , which was originally proved in [Rich99]). In Section 5.5 it is shown that $\mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)$ does not possess faithful abelian representations (the question about non-abelian ones is still open).

### 5.1 Leech lattice

The rank $4 T$-geometry $\mathcal{G}\left(\mathrm{Co}_{1}\right)$ and its $P$-subgeometry $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ are best defined in terms of the Leech lattice $\Lambda$. In this section we recall some basic facts about $\Lambda$.

Let $(\mathcal{P}, \mathcal{B})$ be the Steiner system $S(5,8,24)$. This means that $\mathcal{P}$ is a set of 24 elements and $\mathcal{B}$ is a collection of 7598 -subsets of $\mathcal{P}$ (called octads) such that every 5 -subset of $\mathcal{P}$ is in a unique octad. Such system is unique up to isomorphism and its automorphism group is the Mathieu group $M_{24}$. Let $\mathcal{C}_{12}$ be the Golay code which is the (12-dimensional) subspace in the power space of $\mathcal{P}$ generated by the octads. Let $\mathbf{R}^{24}$ be the space of all functions from $\mathcal{P}$ into the real numbers (a 24 -dimensional real vector space). For $\lambda \in \mathbf{R}^{24}$ and $a \in \mathcal{P}$ we denote by $\lambda_{a}$ the value of $\lambda$ on $a$. Let $e_{a}$ be the characteristic function of $a$ (equal to 1 on $a$ and 0 everywhere else). Then $\mathcal{E}=\left\{e_{a} \mid a \in \mathcal{P}\right\}$ is a basis of $\mathbf{R}^{24}$ and $\left\{\lambda_{a} \mid a \in \mathcal{P}\right\}$ are the coordinates of $\lambda \in \mathbf{R}^{24}$ in this basis.

Let $\Lambda$ be the set of vectors $\lambda=\left\{\lambda_{a} \mid a \in \mathcal{P}\right\}$ in $\mathcal{R}^{24}$, satisfying the following three conditions for $m=0$ or 1 .
$(\Lambda 1) \lambda_{a}=m \bmod 2$ for every $a \in \mathcal{P}$;
$(\Lambda 2)\left\{a \mid \lambda_{a}=m \bmod 4\right\} \in \mathcal{C}_{12} ;$
( $\Lambda 3) \sum_{a \in \mathcal{P}} \lambda_{a}=4 m \bmod 8$.

Define the inner product (, ) of $\lambda, \nu \in \Lambda$ to be

$$
(\lambda, \nu)=\frac{1}{8} \sum_{a \in \mathcal{P}} \lambda_{a} \nu_{a}
$$

Then $\Lambda$ is an even unimodular lattice of dimension 24 without roots (vectors of length 2). The lattice $\Lambda$ is determined by these properties up to isomorphism and it is the Leech lattice. The automorphism group of $\Lambda$ (preserving the origin) is $C o_{0} \cong 2 \cdot C o_{1}$ which is the extension of the first sporadic group of Conway by its Schur multiplier.

It is common to denote by $\Lambda_{i}$ the set of Leech vectors (vectors in $\Lambda$ ) of length $2 i$ :

$$
\Lambda_{i}=\left\{\lambda \mid \lambda \in \Lambda, \frac{1}{16} \sum_{a \in \mathcal{P}} \lambda_{a}^{2}=i\right\} .
$$

Then $\Lambda_{0}$ consists of the zero vector and $\Lambda_{1}$ is empty since there are no roots in $\Lambda$.

Let $\bar{\Lambda}=\Lambda / 2 \Lambda$ be the Leech lattice modulo 2 , which carries the structure of a 24-dimensional $G F(2)$-space. We sometimes write $\bar{\Lambda}^{(24)}$ for $\bar{\Lambda}$ to emphasize the dimension. The automorphism group of $\Lambda$ induces on $\bar{\Lambda}$ the group $G \cong C o_{1}$. For a subset $M$ of $\Lambda$ by $\bar{M}$ we denote the image of $M$ in $\bar{\Lambda}$. The following result is well known

Proposition 5.1.1 The following assertion hold:
(i) $\bar{\Lambda}=\bar{\Lambda}_{0} \cup \bar{\Lambda}_{2} \cup \bar{\Lambda}_{3} \cup \bar{\Lambda}_{4}$ (disjoint union);
(ii) if $i=2$ or 3 then an element from $\bar{\Lambda}_{i}$ has exactly two preimages in $\Lambda_{i}$ which differ by sign;
(iii) an element from $\bar{\Lambda}_{4}$ has exactly 48 preimages in $\Lambda_{4}$;
(iv) $G \cong C o_{1}$ acts transitively on $\bar{\Lambda}_{2}, \bar{\Lambda}_{3}$ and $\bar{\Lambda}_{4}$ with stabilizers isomorphic to $\mathrm{Co}_{2}, \mathrm{Co}_{3}$ and $2^{11}: M_{24}$, respectively;
(v) the $G F(2)$-valued function $\theta$ on $\bar{\Lambda}$ which is 1 on the elements from $\Lambda_{3}$ and 0 everywhere else is the only non-zero $G$-invariant quadratic form on $\bar{\Lambda}$.

Let $\Gamma$ be the Leech graph which is a unique graph of valency $2 \cdot 1771$ on $\bar{\Lambda}_{4}$, which is invariant under the action of $G$ on this set. Then the suborbit diagram of $\Gamma$ is the following:


The graph $\Gamma$ is the collinearity graph of the geometry $\mathcal{G}\left(C o_{1}\right)$. The lines can be defined as follows. If $x$ is a vertex of $\Gamma$ and $G(x) \cong 2^{11}: M_{24}$ is the stabilizer of $x$ in $G$, then $\Gamma(x)$ is the union of the orbits of length 2 of $Q(x)=O_{2}(G(x))$ on $\Gamma$ (this can be used for an alternative definition of $\Gamma$ ). If $\{y, z\}$ is such an orbit, then $T=\{x, y, z\}$ is a line (observe that every edge is contained in a unique line). If we treat the points in $T$ as elements of $\bar{\Lambda}_{4}$, then the equality $x+y+z=0$ holds. Since $\bar{\Lambda}$ is generated by $\bar{\Lambda}_{4}$, we have the following

Lemma 5.1.2 The $(\bar{\Lambda}, \varphi)$, (where $\varphi$ is the identity mapping) is a representation of $\mathcal{G}\left(\mathrm{Co}_{1}\right)$.

We will show below that the representation in the above lemma is universal.

In order to deal with representations of $\mathcal{G}\left(C o_{1}\right)$ we only need the pointline incidence system of the geometry but for the sake of completeness we recall how the remaining elements can be defined. A clique (complete subgraph) $\Xi$ in $\Gamma$ is said to be $*$-closed if together with every edge it contains the unique line containing this edge. Then lines are precisely the $*$-closed cliques of size 3 ; elements of type 3 in $\mathcal{G}\left(C o_{1}\right)$ are the $*$-closed cliques of size 7 and the elements of type 4 is one of two $G$-orbits on the set of $*$-closed cliques of size 15 . The diagram of $\mathcal{G}\left(C o_{1}\right)$ is


Let $u \in \bar{\Lambda}_{2}, F \cong C o_{2}$ be the stabilizer of $u$ in $G$ and for $j=2,3$ and 4 let

$$
\Theta^{(j)}=\left\{x \in \bar{\Lambda}_{4} \mid x+u \in \Lambda_{j}\right\}
$$

Lemma 5.1.3 The sets $\Theta^{(j)}, j=2,3$ and 4 are the orbits of $F$ on $\bar{\Lambda}_{4}$ (which is the vertex set of $\Gamma$ ) and the corresponding stabilizers are isomorphic to $2^{10}$ : Aut $M_{22}, M_{23}$ and $2^{5}: 2^{4}: L_{4}(2)$, respectively.

Let $\mathcal{F}$ is the subgeometry in $\mathcal{G}=\mathcal{G}\left(C o_{1}\right)$ formed by the elements contained in $\Theta^{(2)}$. Then $\mathcal{F} \cong \mathcal{G}\left(C o_{2}\right)$ is a geometry with the diagram

and $F$ induces on $\mathcal{F}$ a flag-transitive action.
The points of $\mathcal{F}$ generate in $\bar{\Lambda}$ the orthogonal complement $u^{\perp}$ of the vector $u \in \bar{\Lambda}_{2}$ involved in the definition of $\mathcal{F}$ with respect to the $C o_{1}$-invariant quadratic form $\theta$ as in (5.1.1 (iv)). Considered as a $G F(2)$-module for $F$ the subspace $u^{\perp}$ of $\bar{\Lambda}=\bar{\Lambda}$ will be denoted by $\bar{\Lambda}^{(23)}$; it is an indecomposable extension of an irreducible 22-dimensional $F$-module $\bar{\Lambda}^{(22)}$ by a 1-dimensional submodule.

Let $\Theta$ denote the subgraph in $\Gamma$ induced by $\Theta^{(2)}$. The suborbit diagram of $\Theta$ with respect to the action of $F$ is the following:


## $5.2 \mathcal{G}\left(\mathrm{Co}_{2}\right)$

In this section we show that $\bar{\Lambda}^{(23)}$ is the universal representation module of $\mathcal{F}=\mathcal{G}\left(\mathrm{Co}_{2}\right)$. We will make use of $\mathcal{G}\left(S_{6}(2)\right)$-subgeometries in $\mathcal{F}$ described in the following lemma (compare Lemma 4.9.8 in [Iv99]).

Lemma 5.2.1 Let $x \in \Theta$ and $y \in \Theta_{2}^{1}(x)$. Then $x$ and $y$ are contained in a unique subgraph $\Xi$ in $\Theta$ isomorphic to the collinearity graph of the geometry $\mathcal{G}\left(S_{6}(2)\right)$ which is a subgeometry in $\mathcal{G}$ formed by the elements contained in $\Xi$. The stabilizer of $\Xi$ in $F \cong C o_{2}$ is of the form $2_{+}^{1+8} . S_{6}(2)$ and it contains $O_{2}(F(x))$.

We will also need the following result (where the vertices of $\Theta$ are treated as vectors from $\bar{\Lambda}$ ).

Lemma 5.2.2 Let $x \in \Theta$, then
(i) the intersection of $\Theta$ with the orthogonal complement $x^{\perp}$ of $x$ with respect to the $C o_{1}$-invariant quadratic form $\theta$ is $\Theta \backslash \Theta_{3}(x)$;
(ii) a line of $\mathcal{F}$ which intersects $\Theta_{3}(x)$ intersects it in exactly two points;
(iii) the subgraph in $\Theta$ induced by $\Theta_{3}(x)$ is connected.

Proof. (i) follows from the definition of $\theta$ and the table on p. 176 in [Iv99]. Since a line is the set of non-zero vectors of 2 -subspace in $\bar{\Lambda}$, (ii) follows directly from (i). To establish (iii) recall that for $z \in \Theta_{3}(x)$ we have $F(x, z) \cong P \Sigma L_{3}(4)$. Suppose that the subgraph induced by $\Theta_{3}(x)$ is disconnected, let $\Upsilon$ be the connected component containing $z$ and $H$ is the set-wise stabiliser of $\Upsilon$ in $F(x)$. Since $F(x)$ acts transitively on $\Theta_{3}(x), H$ acts transitively on $\Upsilon$ and

$$
P \Sigma L_{3}(4) \cong F(x, z)<H<F(x) \cong 2^{10}: \text { Aut } M_{22}
$$

Clearly $|\Upsilon|:=[F(x): H]=n_{1} \cdot n_{2}$ where

$$
n_{1}=2^{10} /\left|O_{2}(F(x)) \cap H\right|, \text { and } n_{2}=\left[F(x): H O_{2}(F(x))\right]
$$

Since $F(x, z) O_{2}(F(x))$ is a maximal subgroup in $F(x)$ of index 22 and $F(x) / O_{2}(F(x))$ acts irreducibly on $O_{2}(F(x))$ of order $2^{10}$, we conclude that $[F(x): H]$ is at least 22 and hence $\Upsilon$ contains at most $\left|\Theta_{3}(x)\right| / 22=2^{10}$ vertices. On the other hand from the suborbit diagram of $\Theta$ we observe that (a) the valency of $\Upsilon$ is 231 ; (b) every edge of $\Upsilon$ is in at most 61 triangles and (c) any two vertices at distance 2 in $\Upsilon$ are joined by at most 15 paths of length 2 . This shows that

$$
|\Upsilon| \geq|\{z\}|+|\Upsilon(z)|+\left|\Upsilon_{2}(z)\right| \geq 1+231+231 \cdot(230-61) / 15>2834
$$

which contradicts the upper bound, we have established earlier.
Proposition 5.2.3 Let $\left(V, \varphi_{a}\right)$ be the universal abelian representation of $\mathcal{F}=\mathcal{G}\left(C o_{2}\right), x \in \Theta$ be a point and $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(M_{22}\right)$. Then
(i) $\operatorname{dim} V_{0}(x)=1$;
(ii) $\bar{V}_{1}(x)$ is either $V(\mathcal{H})$ (which is the 11-dimensional Todd module $\overline{\mathcal{C}}_{11}$ ) or the quotient of $V(\mathcal{H})$ over a 1-dimensional submodule;
(iii) $\bar{V}_{2}(x)$ is $V(\mathcal{D}(\mathcal{H}))$ (which is the 10-dimensional Golay code module $\mathcal{C}_{10}$ );
(iv) $\operatorname{dim} \bar{V}_{3}(x) \leq 1$;
(v) $V$ is isomorphic to the Co $\mathrm{Co}_{2}$-submodule $\bar{\Lambda}^{(23)}$ in the Leech lattice taken modulo 2.

Proof. We know that $(V, \varphi)$ is non-trivial (of dimension at least 23) and $F$-admissible. Then (i) is obvious, (ii) follows from (2.6.3) and (4.2.4).

Now let us turn to $\bar{V}_{2}(x)$. In order to establish the statement we will prove three claims. Let $\bar{V}_{2}^{j}(x)$ be the subspace in $\bar{V}_{2}(x)$ generated by the cosets $\varphi_{a}(y) V_{1}(x)$ taken for all $y \in \Theta_{2}^{j}(x)$, where $j=1$ or 2 .

Claim 1. $\bar{V}_{2}(x)=\bar{V}_{2}^{1}(x)=\bar{V}_{2}^{2}(x)$.
Let $z \in \Theta(x), \Upsilon$ be the collinearity graph of $\operatorname{res}_{\mathcal{F}}(z) \cong \mathcal{G}\left(M_{22}\right)$ and let $l_{x}$ denote the vertex of $\Upsilon$ containing $x$ (this is the line of $\mathcal{F}$ containing $x$ and $z)$. Then $W:=V_{1}(z) / V_{0}(z)$ is a quotient of the 11-dimensional Todd module $\overline{\mathcal{C}}_{11}$. The image of $V_{1}(z)$ in $\bar{V}_{2}(x)$ is a quotient of $\bar{W}_{2}\left(l_{x}\right)$ (where the latter is defined with respect to the graph $\Upsilon$ ). Comparing the suborbit diagrams of $\Theta$ (in the previous section) and $\Upsilon$ (in Section 4.2), we observe that if $y \in \Theta_{2}^{j}(x)$, then the line $l_{y}$ of $\mathcal{F}$ which contains $z$ and $y$ is in $\Upsilon_{2}^{j}\left(l_{x}\right)$ for $j=1$ and 2 . Hence the claim follows from (4.2.6 (ii)).

Claim 2. $O_{2}(F(x))$ centralizes $\bar{V}_{2}(x)$.
Let $\Xi$ be the subgraph in $\Theta$ isomorphic to the collinearity graph of $\mathcal{G}\left(S_{6}(2)\right)$ as in (5.2.1) which contains $x$. Then by (3.5.3) the image $\bar{V}_{2}[\Xi]$ of $V[\Xi]$ in $\bar{V}_{2}(x)$ is at most 1-dimensional and since $O_{2}(F(x))$ stabilizes $\Xi$, it centralizes $\bar{V}_{2}[\Xi]$. By (5.2.1) the images $\bar{V}_{2}[\Xi]$ taken for all such subgraphs $\Xi$ containing $x$ generate $\bar{V}_{2}^{1}(x)$ which is the whole $\bar{V}_{2}(x)$ by Claim 1.

Claim 3. $\bar{V}_{2}(x)$ is as in (iii).
By Claims 1, 2 and in view of the suborbit diagram of $\Theta$ we observe that $\bar{V}_{2}(x)=\bar{V}_{2}^{2}(x)$ is generated by 330 elements indexed by the orbits of $O_{2}(F(x))$ on $\Theta_{2}^{2}(x)$. On the other hand by Lemma 4.9.5 in [Iv99] these orbits are indexed by the octets of the Steiner system $S(3,6,22)$ in terms of which $\operatorname{res}_{\mathcal{F}}(x)$ is defined. Since $\left(V, \varphi_{a}\right)$ is universal abelian, it is $F$ admissible and hence in view of the above $\bar{V}_{2}(x)$ is a quotient of the $G F(2)-$ permutational module of $F(x) / O_{2}(F(x)) \cong$ Aut $M_{22}$ acting on the set of octets (the vertex set of the derived graph). As above let $z \in \Theta(x)$. Then in view of the diagram on p. 138 in [Iv99] we observe that $\Theta(z) \cap \Theta_{2}^{2}(x)$ intersects exactly 10 orbits of $O_{2}(F(x))$ on $\Theta_{2}^{2}(x)$ and these orbits correspond to the vertex-set of a Petersen subgraph in the derived graph of $\operatorname{res}_{\mathcal{F}}(x)$. By (4.2.6 (ii)) the 10 elements corresponding to these orbits generate in $\bar{V}_{2}(x)$ a quotient of a 4 -dimensional submodule with respect to $F(x, z)$. Then (4.5.10) applies and gives the claim.

In view of (2.1.3) (iv) follows now from (5.2.2 (ii), (iii)). Since the diameter of $\Theta$ is three by the above we observe that the dimension of $V$ is at most 23. Since we know that $\mathcal{F}$ possesses a 23 -dimensional representation in $\bar{\Lambda}^{(23)}$ (v) follows.

Thus a $\mathrm{Co}_{2}$-admissible representation module of $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ is isomorphic either to $\bar{\Lambda}^{(23)}$ or to $\bar{\Lambda}^{(22)}$.

The $\mathrm{Co}_{2}$-orbits on $\bar{\Lambda}^{(23)}$ are listed in [Wil89]. This list shows that the only orbit of odd length of the non-zero vectors in $\bar{\Lambda}^{(22)}$ is $\operatorname{Im} \psi$ where
$\left(\bar{\Lambda}^{(22)}, \psi\right)$ is a representation of $\mathcal{G}\left(C o_{2}\right)$. The suborbit diagram of $\Theta$ shows that all the non-diagonal orbitals have even length which gives the following.

Corollary 5.2.4 A Sylow 2-subgroup of $\mathrm{Co}_{2}$ fixes a unique vector non-zero $v$ in $\bar{\Lambda}^{(22)}$ an a unique hyperplane which is the orthogonal complement of $v$ with respect to the form induced by $\beta$. Furthermore $v$ is the image of a point of $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ under the mapping which turns $\bar{\Lambda}^{(22)}$ into a representation module of the geometry.

## $5.3 \mathcal{G}\left(C o_{1}\right)$

We look closer at the subgraphs induced in $\Gamma$ by the orbits of $F \cong C o_{2}$ and at the adjacencies between vertices in different orbits.

Lemma 5.3.1 The orbit diagram of the Leech graph $\Gamma$ with respect to the orbits of $F \cong \mathrm{Co}_{2}$ is the following:


Furthermore a line of $\mathcal{G}\left(C_{o_{1}}\right)$ which intersects $\Theta^{(3)}$ intersects it in exactly two points and the subgraph induced by $\Theta^{(3)}$ is connected.

Proof. For $x \in \Gamma$ let $\mathcal{S}(x)$ be the Steiner system of type $S(5,8,24)$ in terms of which the residue $\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(M_{24}\right)$ is defined. In particular the points of $\operatorname{res}_{\mathcal{G}}(x)$ (which are the lines of $\mathcal{G}$ containing $x$ ) are the sextets of $\mathcal{S}(x)$. The stabilizer $G(x) \cong 2^{11}: M_{24}$ induces the automorphism group of $\mathcal{S}(x)$ with kernel $K(x)=O_{2}(G(x))$.

For $x_{j} \in \Theta^{(j)}$ we are interested in the orbits of $F\left(x_{j}\right)$ on $\Gamma\left(x_{j}\right)$ for $j=2,3,4$. We know (5.1.3) that $F\left(x_{2}\right) \cong 2^{10}:$ Aut $M_{22}$. Then $F\left(x_{2}\right) Q\left(x_{2}\right) / Q\left(x_{2}\right)$ is the stabilizer in $M_{24}=\operatorname{Aut} \mathcal{S}\left(x_{2}\right)$ of a pair of elements, say $\{p, q\}$. Then from the structure of a sextet stabilizer (cf. Lemma 2.10.2 in [Iv99]) we observe that $F\left(x_{2}\right)$ has two orbits on the set of lines containing $x_{2}$ with lengths 231 and 1540 corresponding to the sextets in which $\{p, q\}$ intersects one and two tetrads, respectively. Furthermore $F\left(x_{2}\right) \cap Q\left(x_{2}\right)$ is a hyperplane in $Q\left(x_{2}\right)$ which is not the point-wise stabilizer of a line containing $x_{2}$. Hence $F\left(x_{2}\right)$ has two orbits on $\Gamma\left(x_{2}\right)$ with lengths 462 and 3080 . From the suborbit diagram of $\Theta$ we see that the 462 -orbit is in $\Theta^{(2)}$ and by the divisibility condition the 3080 -orbit is in $\Theta^{(4)}$.

By Lemma 4.4.1 in [Iv99] $F\left(x_{4}\right) Q\left(x_{4}\right) / Q\left(x_{4}\right)$ is the stabilizer of an octad in Aut $\mathcal{S}\left(x_{4}\right)$. Hence by the diagram on p. 125 in [Iv99] the orbits of $F\left(x_{4}\right)$ on the sextets of $\mathcal{S}\left(x_{4}\right)$ are of length 35,840 and 896 . It is easy to see that $F\left(x_{4}\right) \cap Q\left(x_{4}\right)$ (which is of order $2^{5}$ fixes point-wise exactly 35 lines through $x_{4}$. So the orbits of $F\left(x_{4}\right)$ on $\Gamma\left(x_{4}\right)$ are of lengths $35,35,1680$ and 1792.

Finally $F\left(x_{3}\right) \cong M_{23}$ permutes transitively the 1771 lines through $x_{3}$. Since $\Gamma$ is connected in view of the above paragraph and the divisibility condition we conclude that every line though $x_{3}$ has one point in $\Theta^{(4)}$ and two in $\Theta^{(3)}$. Since $F\left(x_{2}\right) \cong M_{23}$ is a maximal subgroup in $F \cong C o_{2}$ (cf. [CCNPW] and references therein) the subgraph induced by $\Theta^{(3)}$ is connected.

Proposition 5.3.2 The Leech lattice $\bar{\Lambda}=\bar{\Lambda}^{(24)}$ taken modulo 2 is the universal representation module of $\mathcal{G}\left(\mathrm{Co}_{1}\right)$.

Proof. Let $\left(V, \varphi_{a}\right)$ be the universal abelian representation of $\mathcal{G}=$ $\mathcal{G}\left(C o_{1}\right)$. Since we know that $\mathcal{G}$ possesses a representation in $\bar{\Lambda}$, all we have to show is that $V$ is at most 24 -dimensional. We consider the decomposition of $\Gamma$ into the orbits of $F \cong C o_{2}$. It follows from the definition of $\mathcal{F} \cong \mathcal{G}\left(\mathrm{Co}_{2}\right)$ that $V\left[\Theta^{(2)}\right]$ supports a representation of $\mathcal{F}$ and hence it is at most 23dimensional by $(5.2 .3(\mathrm{v}))$. By $(2.6 .3)$ and (4.3.1) $\bar{V}_{1}\left(x_{2}\right)$ is a quotient of the 11-dimensional irreducible Todd module $\overline{\mathcal{C}}_{11}$. Comparing (4.3.1) with (4.2.5) or otherwise one can see that the 231 vectors in $\overline{\mathcal{C}}_{11}$ corresponding to the octads containing a given pair of elements generate the whole $\overline{\mathcal{C}}_{11}$. Hence $V_{1}\left(x_{2}\right)$ is contained in $V\left[\Gamma\left(x_{2}\right) \cap \Theta^{(2)}\right]$. By (5.3.1) $\Gamma\left(x_{2}\right)$ contains vertices from $\Theta^{(4)}$ and hence $V\left[\Theta^{(4)}\right]$ is contained in $V\left[\Theta^{(2)}\right]$. Consider the quotient $\bar{V}=V / V\left[\Theta^{(2)}\right]$. By the above $\bar{V}$ is generated by the images in this quotient of the elements $\varphi_{a}(y)$ for $y \in \Theta^{(3)}$. But it is immediate from the last sentence of (5.3.1) that all this images are the same, $\bar{V}$ is at most 1 -dimensional and the result follows.

By the proof of (5.3.2) and (5.2.3 (ii)) we have the following.
Corollary 5.3.3 Let $\left(\bar{\Lambda}, \varphi_{a}\right)$ be the universal abelian representation of $\mathcal{G}\left(C o_{1}\right)$ and $x \in \Gamma$. then the subspace in $\bar{\Lambda}$ by the elements $\varphi_{a}(y)$ taken for all $y \in\{x\} \cup \Gamma(x)$ is 12-dimensional.

It is well known that $\bar{\Lambda}_{2}, \bar{\Lambda}_{3}$ and $\bar{\Lambda}_{4}$ are the orbits of $C o_{1}$ on $\bar{\Lambda}^{\#}$ and only the latter of the orbits has odd length (cf. Lemma 4.5.5 in [Iv99]). Furthermore one can see from the suborbit diagram of the Leech graph $\Gamma$ that all the non-diagonal orbitals have even length. This gives the following

Corollary 5.3.4 A Sylow 2-subgroup of $C_{1}$ fixes a unique non-zero vector $v$ in $\bar{\Lambda}$ and a unique hyperplane which is the orthogonal complement of $v$ with respect to $\beta$. Furthermore, $v \in \bar{\Lambda}_{4}=\operatorname{Im} \varphi_{a}$.

### 5.4 Abelianization

In this section we complete determination of the universal representations of the geometries $\mathcal{G}\left(C o_{2}\right)$ and $\mathcal{G}\left(C o_{1}\right)$ by proving the following.

Proposition 5.4.1 The universal representation groups of $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ and $\mathcal{G}\left(\mathrm{Co}_{1}\right)$ are abelian and so that by (5.2.3) and (5.3.2) they are isomorphic to $\bar{\Lambda}^{(23)}$ and $\bar{\Lambda}^{(24)}$, respectively.

The proof of the proposition will be achieved in a few steps. We start with the following.

Lemma 5.4.2 Let $\left(R, \varphi_{u}\right)$ be the universal representation of $\mathcal{G}=\mathcal{G}\left(\mathrm{Co}_{2}\right)$. Then the order of the commutator subgroup of $R$ is at most 2 .

Proof. As above $\Theta$ denotes the collinearity graph of $\mathcal{G}$. We apply (2.3.7) for $B(x)=\Theta_{3}(x)$ and $A(x)=\Theta \backslash B(x)$. By (2.6.2) $\bar{R}_{1}(x)$ supports a representation of $\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(M_{22}\right)$, which is abelian by (4.2.5). Since any two points at distance 2 in $\Theta$ are joined by more than one (in fact at least 7) paths of length $2, R_{1}(x)$ is abelian by (2.2.3). Since $x$ can be any point of $\mathcal{G}$, we conclude that $\left[\varphi_{u}(x), \varphi(y)\right]=1$ whenever $d_{\Theta}(x, y) \leq 2$ (i.e., whenever $y \in A(x))$. The set $B(x)=\Theta_{3}(x)$ is a non-trivial suborbit of the primitive action of $C o_{2}$ on the vertex set of $\Theta$, the corresponding graph $\Xi$ in (2.3.7 (i)) is connected. Finally the connectivity of the graph $\Sigma^{x}$ in $(2.3 .7(\mathrm{ii}))$ is by (5.2.2 (ii), (iii)).

We follow notation of (5.4.2). Since the representation $\left(R, \varphi_{u}\right)$ is universal it is $F$-admissible and hence there is an isomorphism $\chi$ of $F \cong C o_{2}$ into the automorphism group of $R$. Suppose that $R$ is non-abelian. Then by (5.4.2) the commutator subgroup $R^{\prime}$ of $R$ is of order 2 and by (5.2.3) there is an isomorphism of $R / R^{\prime}$ onto $\bar{\Lambda}^{(23)}$ which obviously commute with the action of $F$ (identified with its image under $\chi$ ). In view of (2.3.8) and (2.3.9) the power and the commutator maps in $R$ are the restrictions to $\bar{\Lambda}^{(23)}$ of the quadratic form $\theta$ as in (5.1.1 (v)) and the corresponding bilinear map $\beta$ (we denote these restrictions by the same letters $\theta$ and $\beta$ ). This shows particularly that the centre $Z(R)$ of $R$ is elementary abelian of order $2^{2}$ and it is equal to the preimage of radical of $\beta$. Clearly $F$ acts trivially on $Z(R)$. Let $K$ be a complement in $Z(R)$ to $R^{\prime}$ and $Q=R / K$. Then $Q \cong 2_{+}^{1+22}$ and we can consider the semidirect product $C$ of $Q$ and the image of $F$ with respect to $\chi$. Then

$$
C \cong 2_{+}^{1+22} \cdot C o_{2}
$$

and the structure of $C$ resembles that of the stabilizer $B_{1}$ of a point in the action of the Baby Monster group $B M$ on its rank $5 P$-geometry $\mathcal{G}(B M)$. But unlike $C$ the point stabilizer $B_{1}$ does not split over $O_{2}\left(P_{1}\right)$ and this is where we will reach a contradiction. As we will see in Part II the chief factors of $B_{1}$ do not determine $B_{1}$ up to isomorphism but in either case the extension is non-split.

Originally in the proof of Proposition 5.7 in [IPS96] for the fact of nonsplitness we referee to the result established in Corollary 8.7 in [Wil87] that $\mathrm{Co}_{2}$ is not a subgroup of the Baby Monster. Here we present a more direct argument suggested to us by G. Stroth.

Lemma 5.4.3 Let $C \cong 2_{+}^{1+22} . \mathrm{Co}_{2}, Q=\mathrm{O}_{2}(C), \bar{C}=C / O_{2}(C)$ and suppose $\bar{C}$ acts on $Q / Z(Q)$ as it acts on the section $\bar{\Lambda}^{(22)}$ of the Leech lattice taken modulo 2. Then $C$ does not split over $Q$.

Proof. Since $\bar{C}$ preserves on $\bar{\Lambda}^{(22)}$ a unique non-zero quadratic form the isomorphism type of $C / Z(Q)$ is uniquely determined as a subgroup in the automorphism group of $Q$ (the automorphism group is isomorphic to $\left.2^{22} . O_{22}^{+}(2)\right)$. Thus $C / Z(Q)$ is isomorphic to the centraliser $\widetilde{C}$ of a central involution in the Baby Monster $B M$ factored over the subgroup of order 2 generated by this involution. The centraliser of a $2 D$-involution $\tau$ in $3 \cdot M(24)$ is of the form $U \cong 2^{2} \cdot U_{6}(2)$. Sym $_{3}$ and $V:=O^{\infty}(U) \cong 2^{2}$. $U_{6}(2)$. If $3 \cdot M(24)$ is considered as the normaliser of a subgroup of order 3 in the Monster group $M$, then $\tau$ is a central involution in $M$ and the full preimage of $U$ in $C_{M}(\tau)$ is of the form $D \cong 2^{1+2+20+2} \cdot U_{6}(2)$. Sym $_{3}$. In particular, $D / O_{2}(U) \cong 2^{20+2}: U_{6}(2) . S y m_{3}$ and $O_{2}\left(D / O_{2}(U)\right)$ is an indecomposable $U_{6}(2)$-module. By (2.8.3) this implies that all subgroups in $D / O_{2}(U)$ isomorphic to $U_{6}(2)$ are conjugate and $V$ is in the preimage of one of these complements. In $O_{2}(U)$ there are 3 involutions of the Baby Monster type in $M$ and if we intersect $D$ with the centraliser in $M$ of one of these three involutions, say $a$, we obtain the intersection of $D$ with $2 \cdot B M$. Factoring out the subgroup generated by $a$, we obtain a group $E$ of the form $E \cong 2^{1+1+20+2} \cdot U_{6}(2) .2$ which is the preimage in $\widetilde{C}$ of a maximal subgroup in $\bar{C} \cong C o_{2}$ isomorphic to $U_{6}(2) .2$. Since $U_{6}(2)$ does not split over $O_{2}(E) / Z(\widetilde{C})$, the result follows.

Thus the semidirect product of $Q \cong 2_{+}^{1+22}$ with the action of $Q / Z(Q)$ as on $\bar{\Lambda}^{(22)}$ does not exist. Thus the universal representation group of $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ is abelian and we have proved (5.4.1) for this geometry.

Now let $\left(R, \varphi_{u}\right)$ be the universal representation of $\mathcal{G}=\mathcal{G}\left(C o_{1}\right)$. Since the universal representation group of $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ (which we treat as a subgeometry of $\mathcal{G}$ ) is proved to be abelian, we know that $\left[\varphi_{u}(x), \varphi_{u}(y)\right]=1$ whenever $x$ and $y$ are in a common $\mathcal{G}\left(\mathrm{Co}_{2}\right)$-subgeometry. Since

$$
\begin{aligned}
\Theta(x) & \subset \Gamma(x), \Theta_{2}^{1}(x) \subset \Gamma_{2}^{1}(x), \\
\Theta_{2}^{2}(x) & \subset \Gamma_{2}^{2}(x), \Theta_{3}(x) \subset \Gamma_{3}^{1}(x),
\end{aligned}
$$

it remains to take $y \in \Gamma_{3}^{2}(x)$ and to show that $\varphi_{u}(y)$ commutes with $\varphi_{u}(x)$. Since $\Gamma \backslash \Gamma_{3}^{1}(x)$ is a geometrical hyperplane in $\mathcal{G}$, the suborbit diagram of $\Gamma$ shows that there is a line $\{a, b, y\}$ such that $a, b \in \Gamma_{3}^{1}(x)$. Since $\varphi_{u}(y)=$ $\varphi_{u}(a) \varphi_{u}(b)$ the required commutativity is established and completes the proof of (5.4.1).

## $5.5 \mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)$

In this section we prove the following
Proposition 5.5.1 The universal abelian representation of $\mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)$ is $\left(\bar{\Lambda}^{(23)}, \nu\right)$, where $\nu$ is the composition of the 2 -covering

$$
\chi: \mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right) \rightarrow \mathcal{G}\left(\mathrm{Co}_{2}\right)
$$

and the universal (abelian) representation of $\mathcal{F}$ as in (5.2.3).

We apply the technique developed in Section 2.4. Our notation here slightly differs from that in the earlier sections of the chapter.

Let $\Lambda$ be the Leech lattice, $G^{*} \cong C o_{0} \cong 2 \cdot C o_{1}$ be the group of automorphisms of $\Lambda$ preserving the origin. Put

$$
\bar{\Lambda}=\Lambda / 2 \Lambda, \quad \widehat{\Lambda}=\Lambda / 3 \Lambda
$$

so that $\bar{\Lambda}$ and $\widehat{\Lambda}$ are irreducible 24-dimensional $G^{*}$-modules over $G F(2)$ and $G F(3)$, respectively. The group $G^{*}$ induces $G \cong C o_{1}$ on $\bar{\Lambda}$ and acts faithfully on $\widehat{\Lambda}$ preserving the non-singular bilinear forms $\bar{\beta}$ and $\widehat{\beta}$ which are the inner product on $\Lambda$ reduced modulo 2 and 3, respectively. For $\lambda \in \Lambda$ let $\bar{\lambda}$ and $\widehat{\lambda}$ be the images of $\lambda$ in $\bar{\Lambda}$ and $\widehat{\Lambda}$, respectively. We identify $\bar{\lambda}$ and $\widehat{\lambda}$ with the 1 -subspaces in $\bar{\Lambda}$ and $\widehat{\Lambda}$ they generate.

If $u \in \Lambda_{2}$ then the stabilizer $G^{*}(u)$ of $u$ in $G^{*}$ is $F \cong C o_{2}$ and it maps isomorphically onto $G(\bar{u})$. Let

$$
\Theta=\left\{\{t,-t\} \mid t \in \Lambda_{2},(u, t)=0\right\} .
$$

In what follows a pair $\{t,-t\} \in \Theta$ will be represented by a single vector $t$ (or $-t$ ). The mapping $\varphi_{a}: \Theta \rightarrow \bar{\Lambda}_{4}$ defined by

$$
\varphi_{a}: t \mapsto \bar{t}+\bar{u}=\overline{t+u}
$$

is a bijection of $\Theta$ onto the set $\Theta^{(2)}$ defined before (5.1.3). Thus we can treat $\Theta$ as the point-set of $\mathcal{F}=\mathcal{G}\left(C o_{2}\right)$, so that $\left(\bar{\Lambda}^{(23)}, \varphi_{a}\right)$ is the universal (abelian) representation of $\mathcal{F}$, where $\bar{\Lambda}^{(23)}$ is the subspace in $\bar{\Lambda}$ generated by the image of $\varphi_{a}$. Notice that $\bar{\Lambda}^{(23)}$ is the orthogonal complement of $\bar{u}$ with respect to $\bar{\beta}$. By (2.3.2) the geometrical hyperplanes in $\mathcal{F}$ are in a bijection with the index 2 subgroups in $\bar{\Lambda}^{(23)}$. In their turn the index 2 subgroups correspond to the non-zero vectors of the module dual to $\bar{\Lambda}^{(23)}$ which is isomorphic to the quotient of $\bar{\Lambda}$ over $\bar{u}$. This gives the following.
Lemma 5.5.2 Let $\Omega$ be a geometrical hyperplane in $\mathcal{F}$. Then there is a vector $x \in \Lambda$ with $\bar{x} \neq \bar{u}$, such that $\Omega=H_{2}(x)$, where

$$
H_{2}(x)=\{t \mid t \in \Theta,(t+u, x)=0 \bmod 2\}
$$

Furthermore $H_{2}(x)=H_{2}(z)$ if and only if $\bar{x}=\bar{z}+\alpha \cdot \bar{u}$ for $\alpha \in\{0,1\}$.
Let $\widetilde{\mathcal{F}}=\mathcal{G}\left(3^{23} \cdot C o_{2}\right), \widetilde{F} \cong 3^{23} \cdot C o_{2}$ be the automorphism group of $\widetilde{\mathcal{F}}$, $E=O_{3}(\widetilde{F})$ and $\chi: \widetilde{\mathcal{F}} \rightarrow \mathcal{F}$ be the corresponding 2-covering. Then the fibers of $\chi$ are the orbits of $E$ on $\widetilde{\mathcal{F}}$. Thus we can treat the elements of $\mathcal{F}$ as $E$-orbits on $\widetilde{\mathcal{F}}$, so that $\chi$ sends an element onto its $E$-orbit.

The $G F(3)$-vector space $\widehat{\Lambda}$ as a module for $F=G^{*}(u) \cong C o_{2}$ is a direct sum

$$
\widehat{\Lambda}=\widehat{u} \oplus \widehat{\Lambda}^{(23)}
$$

where $\widehat{\Lambda}^{(23)}$ is the orthogonal complement of $\widehat{u}$ with respect to $\widehat{\beta}$ and it is generated by the 1 -subspaces $\widehat{t}$ taken for all $t \in \Theta$. It was shown in [Sh92] (cf. Proposition 7.4.8 in [Iv99]) that $\widehat{\Lambda}^{(23)}$ is an irreducible $F$-module which is isomorphic to $E$. If we identify $E$ and $\widehat{\Lambda}^{(23)}$ through this isomorphism then we have the following

Lemma 5.5.3 Let $\widetilde{t}$ be a point of $\widetilde{\mathcal{F}}, t=\chi(\widetilde{t}) \in \Theta$. Then $E(\widetilde{t})=\widehat{t}$. Thus $E(\widetilde{t})$ is cyclic of order 3 and it depends only on the $E$-orbit $t=\chi(\widetilde{t})$ containing $\widetilde{t}$.

Lemma 5.5.4 Let $\Xi \subseteq \Theta$ and suppose that the elements $\widehat{t}$ taken for all $t \in \Xi$ generate in $\widehat{\Lambda}^{(23)}$ a proper subgroup. Then there is a vector $y \in \Lambda$ with $(y, u)=0 \bmod 3$, such that $\Xi \subseteq H_{3}(y)$, where

$$
H_{3}(y)=\{t \mid t \in \Theta,(t, y)=0 \bmod 3\} .
$$

Proof. By the assumption the set $\{\widehat{t} \mid t \in \Xi\}$ is contained in a maximal subgroup $\widehat{\Delta}$ (of index 3 ) in $\widehat{\Lambda}^{(23)}$. Since the restriction of $\widehat{\beta}$ to $\widehat{\Lambda}^{(23)}$ is nonsingular, $\widehat{\Delta}$ is the orthogonal complement of a non-zero vector $\widehat{y} \in \widehat{\Lambda}^{(23)}$ with respect to $\widehat{\beta}$. Now the result follows by considering a suitable preimage $y$ of $\widehat{y}$ in $\Lambda$.

In order to simplify the calculations we are going to perform, it is convenient to set $\mathcal{P}=\{1,2, \ldots, 24\}$. Then $\mathcal{E}=\left(e_{1}, e_{2}, \ldots, e_{24}\right)$ is a basis of $\mathbf{R}^{24}$ and for $\lambda \in \Lambda$ we have

$$
\lambda=\lambda_{1} e_{1}+\lambda_{2} e_{2}+\ldots+\lambda_{24} e_{24}
$$

where the coordinates $\lambda_{i}$ satisfy the conditions ( $\Lambda 1$ ) - ( $\Lambda 3$ ) in Section 5.1.
Choose $u=4 e_{1}-4 e_{2}$. Then $u \in \Lambda_{2}$ and $F=G^{*}(u) \cong C o_{2}$. The vector $v=4 e_{1}+4 e_{2}$ (strictly speaking the pair $\{v,-v\}$ ) belongs to $\Theta$ and it is characterized by the property that the stabilizer $F(v)$ acts monomially in the basis $\mathcal{E}$.

More specifically $F(v)$ is the semidirect product of $Q(v) \cong O_{2}(F(v))$ and $L(v) \cong$ Aut $M_{22}$. The subgroup $L(v)$ acts permutationally as the setwise stabilizer of $\{1,2\}$ in the automorphism group of the $S(5,8,24)$ Steiner system $(\mathcal{P}, \mathcal{B})$. The elements of $Q(v)$ are indexed by the subsets from the Golay code $\mathcal{C}_{12}$ (associated with $(\mathcal{P}, \mathcal{B})$ ) disjoint from $\{1,2\}$. If $Y \subseteq \mathcal{P} \backslash\{1,2\}$ is such a subset, then the corresponding element $\tau(Y) \in Q(v)$ stabilizes $e_{i}$ if $i \notin Y$ and negates it if $i \in Y$. Recall that $Q(v)$ is the 10 dimensional Golay code module for $L(v)$.

In these terms the orbits of $F(v)$ on $\Theta$ are specified by the shapes of the vectors they contain (cf Lemma 4.9.5 in [Iv99]). In particular

$$
\Theta(v)=\left\{4 e_{i}+\alpha 4 e_{j} \mid 3 \leq i<j \leq 24, \alpha \in\{1,-1\}\right\}
$$

so that

$$
\left\{\left\{v, 4 e_{i}+4 e_{j}, 4 e_{i}-4 e_{j}\right\} \mid 3 \leq i<j \leq 24\right\}
$$

is the set of lines containing $v$.
The structure of $\widehat{\Lambda}^{(23)}$ as a module for $F(v)$ easily follows from the above description of $F(v)$.

Lemma 5.5.5 As a module for $F(v) \cong 2^{10}$ : Aut $M_{22}$ the module $\widehat{\Lambda}^{(23)}$ possesses the direct sum decomposition

$$
\widehat{\Lambda}^{(23)}=\widehat{v} \oplus \widehat{\Lambda}^{(22)}
$$

where $\widehat{\Lambda}^{(22)}=\left[Q(v), \widehat{\Lambda}^{(23)}\right]$ is the orthogonal complement of $\widehat{v}$ with respect to $\widehat{\beta}$. As a module for $Q(v)$ the module $\widehat{\Lambda}^{(22)}$ possess the direct sum decomposition

$$
\widehat{\Lambda}^{(22)}=\bigoplus_{i=3}^{24} \widehat{T}_{i}
$$

where $\widehat{T}_{i}$ is generated by the image of the vector $8 e_{i} \in \Lambda$ and $C_{Q(v)}\left(\widehat{T}_{i}\right)$ is a hyperplane in $Q(v)$ from the $L(v)$-orbit of length 22 . In particular $F(v)$ acts monomially and irreducibly on $\widehat{\Lambda}^{(22)}$.

Now we proceed to prove the main result of the section. Let $W$ be the universal representation module of $\widetilde{\mathcal{F}}=\mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)$. Then

$$
W=W^{z} \oplus W^{c}, \text { where } W^{z}=C_{W}(E), W^{c}=[W, E]
$$

By (2.4.1) $W^{z}$ is the universal representation module of $\mathcal{F}$ and $W^{z} \cong \bar{\Lambda}^{(23)}$ by (5.2.3). We are going to prove that $W^{c}$ is trivial by showing that the condition (M) from Section 2.4 holds and that there are no acceptable geometrical hyperplanes in $\mathcal{F}$.

Lemma 5.5.6 The condition (M) from Section 2.4 holds.
Proof. In terms of (5.5.5) $\widehat{\Lambda}^{(22)}$ is the complement to $\widehat{v}=E(v)$ in $E=\widehat{\Lambda}^{(23)}$, so it maps isomorphically onto its image in $E / E(v)$. Let $B_{i}$ be the image of $\widehat{T}_{i}$ in $E / E(v)$ for $3 \leq i \leq 24$. Then the condition (M) is immediate from (5.5.5) and the above description of the lines in $\mathcal{F}$ passing through $v$. Notice that in this case the graph $\Sigma$ in (M) is the complete graph on 22 vertices.

Lemma 5.5.7 There are no acceptable hyperplanes in $\mathcal{F}$.
Proof. Suppose that $\Omega$ is an acceptable hyperplane in $\mathcal{F}$. Then, first of all, it is a hyperplane and by (5.5.2) there is a non-zero vector $x \in \Lambda$ such that $\Omega=H_{2}(x)$. On the other hand $\Omega$ is acceptable, which means that the subgroups $E(t)=\widehat{t}$ taken for all $t \in \Theta \backslash \Omega$ generate in $E=\widehat{\Lambda}^{(23)}$ a proper subgroup. By (5.5.4) this means that there is a vector $y \in \Lambda$ with $(y, u)=0 \bmod 3$ such that $\Theta \backslash \Omega \subseteq H_{3}(y)$. Thus we must have

$$
\Theta=H_{2}(x) \cup H_{3}(y)
$$

and we will reach a contradiction by showing that this is not possible. Let $\widehat{\Delta}$ denote the subspace in $\widehat{\Lambda}^{(23)}$ generated by the elements $\widehat{t}$ taken for all $t \in H_{3}(y)$.

Since $H_{2}(x)$ is a proper subset of $\Theta$ (and $F$ acts transitively on $\Theta$ ) we can assume without loss of generality that $H_{2}(x)$ does not contain $v$. This of course means that $v \in H_{3}(y)$ and $\widehat{v} \in \widehat{\Delta}$, but also it means that

$$
(u+v, x)=\left(8 e_{1}, x\right)=\frac{1}{8}\left(8 x_{1}\right)
$$

is odd. Since $x$ is a Leech vector, by ( $\Lambda 1$ ) we conclude that all the coordinates $x_{i}$ of $x$ (in the basis $\mathcal{E}$ ) are odd. For $r=1$ or 3 let

$$
C^{(r)}=\left\{i \mid 1 \leq i \leq 24, x_{i}=r \bmod 4\right\}
$$

Then by $(\Lambda 2)$ the subsets $C^{(1)}$ and $C^{(3)}$ are contained in the Golay code $\mathcal{C}_{12}$. We will consider two cases separately.

Case 1: $(x, u)=0 \bmod 2$.
In this case $t \in \Theta$ is in $H_{2}(x)$ if and only if $(t, x)$ is even. Furthermore, $\{1,2\}$ intersects both $C^{(1)}$ and $C^{(3)}$. Also for $3 \leq i<j \leq 24$ the point $e_{i}+e_{j} \in \Theta(v)$ is contained in $H_{2}(x)$ if and only of $\{i, j\}$ intersects both $C^{(1)}$ and $C^{(3)}$. If $\{i, j, k\} \subseteq C^{(r)}$ for $r=1$ or 3 then the points $e_{i}+e_{j}$, $e_{i}+e_{k}$ and $e_{j}+e_{k}$ are not in $H_{2}(x)$, hence they must be in $H_{3}(y)$. Since

$$
\left(e_{i}+e_{j}\right)+\left(e_{i}+e_{k}\right)-\left(e_{j}+e_{k}\right)=2 e_{i}
$$

we conclude that $\left(y, 8 e_{i}\right)=0 \bmod 3$ and hence $\widehat{\Delta}$ contains the subgroup $\widehat{T}_{i}$ as in (5.5.5). The subsets $C^{(1)}$ and $C^{(3)}$ being non-empty subsets from the Golay code contain at least 8 elements each, which shows that every $3 \leq i \leq 24$ is contained in a triple $\{i, j, k\}$ as above. Now (5.5.5) implies that $\widehat{\Delta}=\widehat{\Lambda}^{(23)}$, which is a contradiction.

Case 2: $(x, u)=1 \bmod 2$.
In this case $t \in \Theta$ is in $H_{2}(x)$ if and only if $(t, x)$ is odd. For $r=1$ or 3 the subset $C^{(r)}$ is disjoint from $\{1,2\}$. Since the negation changes the residue modulo 4 we can apply $\tau\left(C^{(r)}\right)$ to $x$ to obtain a vector with all coordinates equal modulo 4 . Then for $3 \leq i<j \leq 24$ the point $e_{i}+e_{j}$ is contained in $H_{2}(x)$ while $e_{i}-e_{j}$ is not and hence it is contained in $H_{3}(y)$. This enables us to specify the coordinates of $y$ modulo 3 . Indeed, since $(y, u)=(y, v)=0 \bmod 3$, we have $y_{1}=y_{2}=0 \bmod 3$ and since $\left(y, e_{i}-e_{j}\right)=0 \bmod 3$, the coordinates $y_{i}$ for $3 \leq i \leq 24$ are all equal to the same number $\varepsilon$ modulo 3 . Clearly $\varepsilon$ should not be 0 , otherwise $\widehat{\Delta}$ will be the whole $\widehat{\Lambda}^{(23)}$.

Thus the vector $y$ is uniquely determined modulo $3 \Lambda$ and hence $H_{3}(y)$ is determined as well. In order to obtain the final contradiction let us assume that $\{3,4, \ldots, 10\}$ is an octad. Then the vectors $a=2 e_{3}+2 e_{3}+2 e_{5}+\ldots+2 e_{10}$ and $b=-2 e_{3}-2 e_{4}+2 e_{5}+\ldots+2 e_{10}$ are both in $\Theta_{2}^{2}(v)$ and direct calculations show that they are not in $H_{3}(y)$. Hence they must be in $H_{2}(x)$, i.e., $(x, a)=$ $(x, b)=1 \bmod 2$. But then

$$
(x, a-b)=\left(x, 4 e_{3}+4 e_{4}\right)=0 \bmod 2,
$$

which means $4 e_{3}+4 e_{4}$ is not $H_{2}(x)$. Since this contradicts to what we have established in the previous paragraph, the proof is complete.

## $5.6 \quad \mathcal{G}\left(3 \cdot U_{4}(3)\right)$

As shown in Section 4.14 in [Iv99] the fixed vertices $\Phi=\Phi\left(X_{s}\right)$ in the Leech graph $\Gamma$ of a particular subgroup $X_{s}$ of order 3 is the point-set of
two geometries $\mathcal{G}\left(3 \cdot U_{4}(3)\right)$ and $\mathcal{E}\left(3 \cdot U_{4}(3)\right)$ with diagrams

and

respectively. The group $U:=C_{G}\left(X_{s}\right) / X_{s} \cong 3 \cdot U_{4}(3) \cdot 2_{2}$, where $G \cong C o_{1}$, acts flag-transitively on both the geometries. Notices that for $\mathcal{E}\left(3 \cdot U_{4}(3)\right)$ our numbering of types is reverse to that in [Iv99].

The geometries $\mathcal{G}\left(3 \cdot U_{4}(3)\right)$ and $\mathcal{E}\left(3 \cdot U_{4}(3)\right)$ share the point-line incidence system $\mathcal{S}=(\Pi, L)$ and hence they also share the collinearity graph $\Phi$ whose suborbit diagram with respect to the action of $U$ is given below.

If $x$ is a vertex of $\Phi$ (which is also a vertex of the Leech graph $\Gamma$ ), then

$$
\begin{gathered}
\Phi(x) \cup \Phi_{4}^{2}(x) \subseteq \Gamma(x), \quad \Phi_{2}^{1}(x) \cup \Phi_{3}^{3} \subseteq \Gamma_{2}^{1}(x), \\
\Phi_{3}^{1}(x) \cup \Phi_{4}^{1}(x) \subseteq \Gamma_{3}^{1}(x), \quad \Phi_{3}^{2}(x) \subseteq \Gamma_{3}^{2}(x), \quad \Phi_{2}^{2}(x) \subseteq \Gamma_{2}^{2}(x) .
\end{gathered}
$$

The subgroup $D=O_{3}(U)$ is of order 3, it acts fixed-point freely on $\Phi$ and the orbit containing $x$ is $\{x\} \cup \Phi_{4}^{2}(x)$, so the above inclusions show that the subgraph in $\Gamma$ induced by $\Phi$ is the collinearity graph $\Phi^{*}$ of the enriched point-line incidence system $\mathcal{S}^{*}$ of $\mathcal{S}$.

The planes in $\mathcal{G}\left(3 \cdot U_{4}(3)\right)$ are the subgraphs in $\Phi$ isomorphic to the collinearity graph of the rank 2 tilde geometry. Such a subgraph containing $x$ contains also $6,24,12$ and 2 vertices from $\Phi(x), \Phi_{2}^{2}(x), \Phi_{3}^{3}(x)$ and $\Phi_{4}^{2}(x)$, respectively. The planes of $\mathcal{E}\left(3 \cdot U_{4}(3)\right)$ are Schläfli subgraphs in $\Phi$ (isomorphic to the collinearity graph of $\left.\mathcal{P}\left(\Omega_{6}^{-}(2)\right)\right)$. Such a subgraph containing $x$ contains also 10 and 16 vertices from $\Phi(x)$ and $\Phi_{2}^{1}(x)$, respectively.


The vertices of $\Phi$, treated as vectors in $\bar{\Lambda}_{4}$ generate a 12 -dimensional irreducible $U$-submodule $W$ in $\bar{\Lambda}$. The quadratic form $\theta$ as in (5.1.1 (v))
and the corresponding bilinear form $\beta$ restricted to $W$ are non-singular and by the above inclusions we have the following

Lemma 5.6.1 If $x, y \in \Phi$, then $\beta(x, y) \neq 0$ if and only if $y \in \Phi_{3}^{1}(x) \cup \Phi_{4}^{1}(x)$.

By the above if $\varphi$ is the identity mapping then $(W, \varphi)$ is a representation of the enriched system $\mathcal{S}^{*}$. The universal abelian representation of $\mathcal{E}(3$. $\left.U_{4}(3)\right)$ has been calculated in [Yos92].

Proposition 5.6.2 The 12-dimensional representation $(W, \varphi)$ of the enriched system $\mathcal{S}^{*}$ is the universal abelian one.

Straightforward calculations in the Golay code and Todd modules give the following

Lemma 5.6.3 If $x$ is a point of $\Phi$ then $W\left[\{x\} \cup \Phi^{*}(x)\right]$ is 6-dimensional.

Let $Q \cong 2_{+}^{1+12}$ be an extraspecial group in which the square and the commutator maps are determined by the (restrictions to $W$ of) forms $\theta$ and $\beta$ via the isomorphism

$$
Q / Z(Q) \rightarrow W
$$

We can embed the order 3 subgroup $X_{s}$ into the parabolic $C \cong 2_{+}^{1+24} . C o_{1}$ of the Monster and put $Q$ to be the centraliser of $X_{s}$ in $O_{2}(C)$ (compare Lemma 5.6.1 in [Iv99]). Then arguing almost literary as in the proof of (4.4.1) we obtain

Lemma 5.6.4 $Q \cong 2_{+}^{1+12}$ is a $3 \cdot U_{4}(3)$-admissible representation group of the enriched system $\mathcal{S}^{*}$.

Proposition 5.6.5 The group $Q \cong 2_{+}^{1+12}$ in (5.6.4) is the universal representation group of the enriched system $\mathcal{S}^{*}$.

The above result was established in [Rich99] using a slight generalization of (2.3.7). The most complicated part of the proof was to show that the subgraph in $\Phi$ induced by $\Phi_{3}^{2}(x)$ is connected. This was achieved by cumbersome direct calculations in the graph treated as a subgraph in the Leech graph. We decided it is not practical to reproduce these arguments here (unfortunately we were unable to come up with easier argument either).

## Chapter 6

## Involution geometries

In this chapter we consider a class of geometries which always possess nontrivial representations. Suppose that $G$ is a group which contains a set $\mathcal{C}$ of involutions which generates $G$ and let $\mathcal{K}$ be a set of elementary abelian subgroups of order four (Kleinian four-subgroups) in $G$, all the non-identity elements of which are contained in $\mathcal{C}$. If we identify a subgroup from $\mathcal{K}$ with the triple of involutions it contains, then $(\mathcal{C}, \mathcal{K})$ is a point-line incidence system with three points per line (the line-set might be empty). We denote this system by $\mathcal{I}(G, \mathcal{C}, \mathcal{K})$ and call it an involution geometry of $G$. It is clear from the definition that if $i$ is the identity mapping, then $(G, i)$ is a representation of $\mathcal{I}(G, \mathcal{C}, \mathcal{K})$. We are interested in the situation when this representation is universal.

### 6.1 General methods

Let $\mathcal{I}(G, \mathcal{C}, \mathcal{K})$ be an involution geometry of $G$. If $\mathcal{K}$ is the set of all $\mathcal{C}$-pure Kleinian four-subgroups in $G$ (i.e., with all their involutions in $\mathcal{C}$ ) then instead of $\mathcal{I}(G, \mathcal{C}, \mathcal{K})$ we simply write $\mathcal{I}(G, \mathcal{C})$. If in addition $\mathcal{C}$ is the set of all involutions in $G$ then we denote $\mathcal{I}(G, \mathcal{C})$ simply by $\mathcal{I}(G)$ and call it the involution geometry of $G$.

Lemma 6.1.1 Let $G$ be a group and $\mathcal{I}=\mathcal{I}(G, \mathcal{C}, \mathcal{K})$ be an involution geometry of $G$. Let $\widetilde{G}$ be a group possessing a homomorphism $\psi$ onto $G$, such that the following conditions hold:
(i) the kernel $\widetilde{K}$ of $\psi$ is of odd order;
(ii) $\widetilde{K}$ is in the centre of $\widetilde{G}$ (particularly it is abelian);
(iii) if $\widetilde{H}$ is a subgroup in $\widetilde{G}$ such that $\psi(\widetilde{H})=\widetilde{G}$, then $\widetilde{H}=\widetilde{G}$ (equivalently, for every $\widetilde{L}<\widetilde{K}$ there is no complement to $\widetilde{K} / \widetilde{L}$ in $\widetilde{G} / \widetilde{L})$.

Then $\widetilde{G}$ is a representation group of $\mathcal{I}$.

Proof. Let $\tau \in \mathcal{C}$ be a point of $\mathcal{I}$ (an involution in $G$ ). Since by (i) and (ii) $\widetilde{K}$ is an odd order subgroup in the centre of $\widetilde{G}$, the full preimage of $\langle\tau\rangle$ in $\widetilde{G}$ is the direct product of $\widetilde{K}$ and a group of order 2 . Thus $\psi^{-1}(\tau)$ contains a unique involution $\widetilde{\tau}$, say, and we put $\widetilde{\varphi}(\tau)=\widetilde{\tau}$. Let $\left\{\tau_{1}, \tau_{2}, \tau_{3}\right\}$ be a line in $\mathcal{I}$ (the set of involutions in a subgroup $l$ of order $2^{2}$ from $\mathcal{K}$ ). Then $\psi^{-1}(l)$ is the direct product of $\widetilde{K}$ and the Kleinian four-subgroup in $\widetilde{G}$, whose non-identity elements are the $\widetilde{\tau}_{i}$ for $1 \leq i \leq 3$. Finally, since $G$ is generated by $\mathcal{C}$, the image of $\widetilde{\varphi}$ generates in $\widetilde{G}$ a subgroup which maps surjectively onto $G$, we conclude from (iii), that $(\widetilde{G}, \widetilde{\varphi})$ is a representation of $\mathcal{I}$ and the result follows.

A special case of particular importance to us is when $\mathcal{C}$ is a conjugacy class in $G$. Let $\mathcal{I}=\mathcal{I}(G, \mathcal{C}, \mathcal{K})$ be such an involution geometry of $G$, and let $(R, \varphi)$ be the universal representation of $\mathcal{I}$. Then, by the universality property, there is a homomorphism $\psi: R \rightarrow G$ such that

$$
\psi(\varphi(\tau))=\tau \text { for every } \tau \in \mathcal{C}
$$

Lemma 6.1.2 In the above terms suppose that $\varphi(\mathcal{C})$ is a conjugacy class of involutions in $R$. Then $R$ possesses a homomorphism onto $G$, whose kernel $\widetilde{K}$ satisfies the conditions (ii) and (iii) in (6.1.1).

Proof. Let $\tau_{1}, \tau_{2} \in \mathcal{C}$. Since $\varphi(\mathcal{C})$ is a conjugacy class, we have

$$
\varphi\left(\tau_{1}\right) \varphi\left(\tau_{2}\right) \varphi\left(\tau_{1}\right)=\varphi\left(\tau_{3}\right)
$$

for some $\tau_{3} \in \mathcal{C}$. Applying $\psi$ to both sides of the above equality we see that

$$
\tau_{1} \tau_{2} \tau_{1}=\tau_{3}
$$

i.e., $\tau_{3}$ is $\tau_{2}$ conjugated by $\tau_{1}$. We can then define the action of $\varphi\left(\tau_{1}\right)$ on $\mathcal{C}$ by the rule

$$
\varphi\left(\tau_{1}\right): \tau_{2} \mapsto \tau_{3} \text { where } \tau_{3}=\tau_{1} \tau_{2} \tau_{1}
$$

Then $\varphi\left(\tau_{1}\right)$ acts exactly as $\tau_{1}$ acts by conjugation. Hence the kernel $\widehat{K}$ of the homomorphism of $R$ onto $G$ is in the kernel of the action of $R$ on $\varphi(\mathcal{C})$ by conjugation and since $\varphi(\mathcal{C})$ generates $R$, this means that $\widehat{K}$ is in the centre of $\widehat{G}$. Let $\widetilde{G}$ be the smallest subgroup in $\widehat{G}$ which maps surjectively onto $G$ and $\bar{G}=R / \widetilde{G}$. Then $\bar{G}$ is abelian and the image of $\varphi(\mathcal{C})$ is a conjugacy class, generating $\bar{G}$. Hence $\bar{G}$ is of order 1 or 2 . The latter possibility is impossible by (2.1.1).

We will generally apply the following strategy. Given an involution geometry $\mathcal{I}=\mathcal{I}(G, \mathcal{C}, \mathcal{K})$ with the universal representation $(R, \varphi)$, we try to prove that $\varphi(\mathcal{C})$ is a conjugacy class in $R$. When this is achieved, the structure of $R$ becomes very restricted since by (6.1.2) $R$ is a non-split central extension of $G$. Clearly $\varphi(\mathcal{C})$ is a conjugacy class in $R$ if and only if for any $\tau_{1}, \tau_{2} \in \mathcal{C}$ we have

$$
\varphi\left(\tau_{1}\right) \varphi\left(\tau_{2}\right) \varphi\left(\tau_{1}\right)=\varphi\left(\tau_{3}\right)
$$

where $\tau_{3}=\tau_{1} \tau_{2} \tau_{1} \in \mathcal{C}$. In particular, $\mathcal{C}$ must be a conjugacy class of $G$ at the first place.

In all examples we will deal with, $\mathcal{C}$ is a conjugacy class of involutions in $G$ and $\mathcal{K}$ is the set of all $\mathcal{C}$-pure Kleinian four-subgroups (which is always non-empty). Then $\mathcal{I}(G, \mathcal{C}, \mathcal{K})$ is $\mathcal{I}(G, \mathcal{C})$ or even $\mathcal{I}(G)$ and $G$ is a point-transitive automorphism group of $\mathcal{I}=\mathcal{I}(G, \mathcal{C}, \mathcal{K})$. Let $(R, \varphi)$ be the universal representation of $\mathcal{I}$ (which is $G$-admissible). By considering the homomorphism of $R$ onto $G$ we observe the following.

Lemma 6.1.3 Whenever $\varphi(\tau) \varphi(\sigma) \varphi(\tau) \in \varphi(\mathcal{C})$ for $\tau, \sigma \in \mathcal{C}$, the equality $\varphi(\tau) \varphi(\sigma) \varphi(\tau)=\varphi(\tau \sigma \tau)$ holds.

For $\tau \in \mathcal{C}$ put

$$
\mathcal{N}(\tau)=\{\sigma \in \mathcal{C} \mid \varphi(\tau) \varphi(\sigma) \varphi(\tau)=\varphi(\tau \sigma \tau)\}
$$

We will be gradually showing for more and more points from $\mathcal{C}$ that they are contained in $\mathcal{N}(\tau)$ until we show that $\mathcal{C}$ contains all the points which means (in view of point-transitivity) that $\varphi(\mathcal{C})$ is a conjugacy class in $R$ and (6.1.2) applies. We will make use of the following result.

Lemma 6.1.4 Let $\mathcal{I}=\mathcal{I}(G, \mathcal{C}, \mathcal{K})$ be an involution geometry of $G$, where $\mathcal{C}$ is a conjugacy class, and let $(R, \varphi)$ be the universal representation of $\mathcal{I}$. Suppose that $\tau, \sigma \in \mathcal{C}$ are such that at least one of the following holds:
(i) $\tau$ and $\sigma$ are contained in a common Kleinian four-subgroup from $\mathcal{K}$;
(ii) there is a subgroup $H$ in $G$ containing $\tau$ and $\sigma$ which is generated by $H \cap \mathcal{C}$ and the universal representation $(Q, \chi)$ of $\mathcal{J}:=\mathcal{I}(H, H \cap$ $\mathcal{C}, H \cap \mathcal{K})$ is such that $\chi(H \cap \mathcal{C})$ is a conjugacy class in $Q$;
(iii) there is a subset $\Delta \subset \mathcal{C}$ containing $\sigma$ such that the subgroup in $R$ generated by the elements $\varphi(\delta)$ taken for all $\delta \in \Delta$ is generated by such elements taken for all $\delta \in \Delta \cap \mathcal{N}(\tau)$.

Then $\sigma \in \mathcal{N}(\tau)$.
Proof. In case (i) it is clear that the images of $\sigma$ and $\tau$ in $R$ commute and $\sigma \in \mathcal{N}(\tau)$. In case (ii) the restriction of $\varphi$ to $H \cap \mathcal{C}$ induces a representation map for $\mathcal{J}$ and hence by the assumption we have $\varphi(\tau) \varphi(\sigma) \varphi(\tau) \in \varphi(H \cap \mathcal{C})$, which gives the result. In case (iii) we have the equality

$$
\langle\varphi(\tau) \varphi(\delta) \varphi(\tau) \mid \delta \in \Delta\rangle=\langle\varphi(\tau \delta \tau) \mid \delta \in \Delta\rangle
$$

Applying the homomorphism of $R$ onto $G$ it is easy to conclude that $\sigma \in$ $\mathcal{N}(\tau)$.

The following useful result is a special case of (6.1.4 (iii)).
Corollary 6.1.5 If at least two points of a line from $\mathcal{K}$ are contained in $\mathcal{N}(\tau)$ then the whole line is in $\mathcal{N}(\tau)$.

The following lemma, whose proof is obvious, refines (6.1.4 (ii)).
Lemma 6.1.6 Suppose that the hypothesis of (6.1.4(ii)) holds. For $\alpha, \beta \in$ $H \cap \mathcal{C}$, let $K_{H}$ and $K_{G}$ be the conjugacy classes of $H$ and $G$, respectively, containing the product $\alpha \beta$ (so that $K_{H}$ fuses into $K_{G}$ ). Suppose that the natural action of $G$ by conjugation on

$$
\Pi\left(K_{G}\right)=\left\{\{\tau, \sigma\} \mid \tau, \sigma \in \mathcal{C}, \tau \sigma \in K_{G}\right\}
$$

is transitive. Then for $\{\tau, \sigma\} \in \Pi\left(K_{G}\right)$ we have $\sigma \in \mathcal{N}(\tau)$.
The following lemma (which is rather an observation) has been used in our early studies of involution geometries and their representations. Although this lemma is not used within the present treatment, we decided to include it for the sake of completeness.

Lemma 6.1.7 Let $Q \cong 2_{\varepsilon}^{1+2 n}$ be the extraspecial group of type $\varepsilon \in\{+,-\}$ of order $2^{2 n+1}$, where $n \geq 2$ for $\varepsilon=+$ and $n \geq 3$ for $\varepsilon=-$. Let $(R, \varphi)$ be the universal representation group of the involution geometry $\mathcal{I}$ of $Q$. Then $R \cong Q$.

Proof. Let $\mathcal{C}$ and $\mathcal{K}$ be the set of involutions and the set of Kleinian four-subgroups in $Q$, so that $\mathcal{I}=\mathcal{I}(Q, \mathcal{C}, \mathcal{K})$. Let $z$ be the unique nonidentity element in the centre of $Q, \bar{Q}=Q /\langle z\rangle$. Let $f$ be the quadratic form on $\bar{Q}$ induced by the power map on $Q, \overline{\mathcal{C}}$ be the image of $\mathcal{C}$ in $\bar{Q}$, and $\overline{\mathcal{K}}$ be the set of images in $\bar{Q}$ of the subgroups from $\mathcal{K}$ which do not contain $z$. Then $f$ is non-singular, while $\overline{\mathcal{C}}$ and $\overline{\mathcal{K}}$ are the sets of 1 - and 2 -subspaces in $\bar{Q}$, isotropic with respect to $f$. By (3.6.2) $\bar{Q}$ is the universal representation group of $(\overline{\mathcal{C}}, \overline{\mathcal{K}})$. To complete the proof it is sufficient to notice that $\varphi(z)$ is in the centre of $R$ and hence can be factored out.

## 6.2 $\mathcal{I}\left(A l t_{7}\right)$

Let $A=A l t_{7}$ and $\mathcal{I}=\mathcal{I}\left(A l t_{7}, \mathcal{C}, \mathcal{K}\right)$ be the involution geometry of $A$. Recall that according to our notation $\mathcal{C}$ and $\mathcal{K}$ are the set of all involutions and the set of all Kleinian four-subgroups in $A$. Every involution $\tau \in \mathcal{C}$ is a product of two disjoint transpositions. If $\tau=(a, b)(c, d)$ and $\sigma=(e, f)(h, g)$ are distinct involutions in $A$, then the product $\tau \sigma$ is an involution (equivalently $[\tau, \sigma]=1$ ) if and only if one of the following holds:
(I) $\tau$ and $\sigma$ have the same support, i.e., $\{a, b, c, d\}=\{e, f, h, g\}$;
(II) $\tau$ and $\sigma$ share one transposition and the other transpositions are disjoint, for instance $\{a, b\}=\{e, f\}$ and $\{c, d\} \cap\{h, g\}=\emptyset$.

It is easy to see that if $\tau$ is an involution in $A$ then $C_{A}(\tau) \cong\left(D_{8} \times\right.$ $\left.S y m_{3}\right)^{+}$permutes transitively the pair of involutions of type (I) commuting with $\tau$ and the set of six involutions of type (II) commuting with $\tau$.

The following result of a fundamental importance for the whole of our project has been established by D.V. Pasechnik by means of computer calculations.

Proposition 6.2.1 Let $(R, \varphi)$ be the universal representation of the involution geometry $\mathcal{I}\left(A l t_{7}, \mathcal{C}, \mathcal{K}\right)$ of $A l t_{7}$. Then $R \cong 3 \cdot A l t_{7}$, in particular, $\varphi(\mathcal{C})$ is a conjugacy class in $R$.

The fact that $3 \cdot A l t_{7}$ is a representation group of $\mathcal{I}\left(A l t_{7}\right)$ follows from the general principle (6.1.1) in view of the well known fact that the Schur multiplier of $A l t_{7}$ is of order 6 , but the result that it is the universal representation group is highly non-trivial.

Below we present the suborbit diagram with respect to the action of $A$ of the graph $\Sigma=\Sigma\left(A l t_{7}\right)$ on the set of involutions in $A$ whose edges are the pairs of commuting involutions of type (II). This diagram plays an illustrative purpose in this section, but will be used more essentially in the subsequent sections.


Notice that the graph whose edges are the commuting pairs of type (I) is just the union of 35 disjoint triangles.

Let us explain the notation on this diagram and further diagrams in this chapter. Let $\tau$ be a fixed involution (a vertex of $\Sigma$ ), which correspond to the orbit of length 1 on the diagram. Then $\Sigma(\tau, m, K)$ denotes an orbit of $C_{A}(\tau)$ on $\Sigma$, which is of length $m$ and for every $\sigma \in \Sigma(\tau, m, K)$ the product $\tau \sigma$ belongs to the conjugacy class $K$ of $A$. Such a suborbit will be said to be of type $K$. If $K$ determines the length $m$ uniquely, then we simply write $\Sigma(\tau, K)$ for such an orbit. On the other hand, if there are more than one suborbit of type $K$ of a given length, then we use indexes $l$ and $r(l$ is for "left" and $r$ is for "right") to indicate the suborbits on the left and on the right sides of the diagram, respectively. Thus on the above diagram of $\Sigma\left(A l t_{7}\right)$ we have two suborbits of type $4 A$ which are $\Sigma_{l}(\tau, 12,4 A)$ and $\Sigma_{r}(\tau, 12,4 A)$.

We follow [CCNPW] for the names of conjugacy classes. Notice that the character tables of the groups whose involution geometries we are considering in this chapter (which are $\mathrm{Alt}_{7}, M_{22}, U_{4}(3), \mathrm{Co}_{2}$ and $C o_{1}$ ) are given
in [CCNPW] as well as in [GAP] is a computer form. Using a standard routine we can deduce from these character tables the structure constants of multiplication of conjugacy classes in the relevant group $G$. Namely for any three conjugacy classes $K, L$ and $M$ in $G$ we can calculate the value

$$
m(K, L, M)=\#\{(k, l, m) \mid k \in K, l \in L, m \in M, k l=m\} .
$$

Thus for a given class $\mathcal{C}$ of involutions in $G$ and a conjugacy class $K$ in $G$ we can calculate the total lengths of suborbits of type $K$.

## $6.3 \mathcal{I}\left(M_{22}\right)$

In this section we study the involution geometry $\mathcal{I}=\mathcal{I}\left(M_{22}\right)$ of the Mathieu group $H=M_{22}$. We know that $H$ contains a single class $\mathcal{C}$ of involutions of size 1155. Let $\mathcal{H}=\mathcal{G}\left(M_{22}\right)$ and $\Delta=\Delta\left(M_{22}\right)$ be the derived graph of $\mathcal{H}$. By noticing that there are 1155 elements of type 2 in $\mathcal{H}$ (which are the edges of $\Delta$ ) and the stabiliser in $H$ of such an element is of the shape $2_{+}^{1+4}:\left(S y m_{3} \times 2\right)$ and has the centre of order 2 , we obtain the following.

Lemma 6.3.1 There is a bijection $\varepsilon$, commuting with the action of $H$ from the set $\mathcal{C}$ of involutions in $H$ onto the set of edges of the derived graph $\Delta$.

Below we present the suborbit diagram with respect to the action of $H$ of the graph $\Sigma=\Sigma\left(M_{22}\right)$ on $\mathcal{C}$ in which two distinct involutions $\tau$ and $\sigma$ are adjacent if and only if the edges $\varepsilon(\tau)$ and $\varepsilon(\sigma)$ share a vertex of $\Delta$. This means that $\Sigma$ is the line graph of $\Delta$. The diagram of $\Sigma$ is deduced from the parameters of the centraliser algebra of the action of $M_{22}$ on its involutions by conjugation, calculated by D.V. Pasechnik. It also follows from the parameters that the suborbits $\Sigma_{l}(\tau, 96,4 B)$ and $\Sigma_{r}(\tau, 96,4 B)$ are paired to each other.

The next lemma provides us with a better understanding of the pairs of commuting involutions in $H$.

Lemma 6.3.2 Let $\tau$ be an involution in $H=M_{22}$, let $\varepsilon(\tau)=\left\{v_{1}, v_{2}\right\}$ be the corresponding edge of $\Delta$, let $\mathcal{S}$ be the $\mathcal{G}\left(S_{4}(2)\right)$-subgeometry in $\mathcal{H}=$ $\mathcal{G}\left(M_{22}\right)$ containing $\varepsilon(\tau)$ and $\Pi_{i}$ and let $1 \leq i \leq 3$ be the Petersen subgraphs in $\Delta$ containing $\varepsilon(\tau)$. Suppose that $\sigma \in \mathcal{C}$ commutes with $\tau$ and let $m$ be the length of the orbit of $C_{H}(\tau)$ containing $\sigma$. Then either $\tau=\sigma$ or exactly one of the following holds:
(i) $\varepsilon(\sigma)$ contains $v_{i}$ for some $i \in\{1,2\}$ and it is contained in $\Pi_{j}$ for some $j \in\{1,2,3\}, \tau, \sigma \in O_{2}\left(H\left(v_{i}\right)\right) \cap O_{2}\left(H\left(\Pi_{j}\right)\right)$ and $m=12 ;$
(ii) $\varepsilon(\sigma)$ is contained in $\mathcal{S}$ and in $\Pi_{j}$ for some $j \in\{1,2,3\}, \tau, \sigma \in$ $O_{2}(H(\mathcal{S})) \cap O_{2}\left(H\left(\Pi_{j}\right)\right)$ and $m=6$;
(iii) $\varepsilon(\sigma)$ is contained in $\Pi_{j}$ for some $j \in\{1,2,3\}$ but not in $\mathcal{S}, \tau, \sigma \in$ $O_{2}\left(H\left(\Pi_{j}\right)\right)$ and $m=24$;
(iv) $\varepsilon(\sigma)$ is contained in $\mathcal{S}$ but not in $\Pi_{j}$ for any $j \in\{1,2,3\}, \tau, \sigma \in$ $O_{2}(H(\mathcal{S}))$ and $m=8$.

Proof. Recall that $H\left(v_{i}\right) \cong 2^{3}: L_{3}(2), H\left(\Pi_{j}\right) \cong 2^{4}: S y m_{5}$ and $H(\mathcal{S}) \cong 2^{4}: A l t_{6}$. It is easy to deduce from the basic properties of $\mathcal{G}\left(M_{22}\right)$ and its derived graph that $\varepsilon\left(O_{2}\left(H\left(v_{i}\right)\right)^{\#}\right)$ is the set of 7 edges containing $v_{i} ; \varepsilon\left(O_{2}\left(H\left(\Pi_{j}\right)\right)^{\#}\right)$ is the edge-set of $\Pi_{j}$ and $\varepsilon\left(O_{2}(H(\mathcal{S}))^{\#}\right)$ is the set of 15 edges contained in $\mathcal{S}$. In addition, $\Pi_{j} \cap \mathcal{S}$ is the antipodal triple in $\Pi_{j}$ containing $\varepsilon(\tau)$. Finally, by the above suborbit diagram $\tau$ commutes with exactly 50 other involutions in $M_{22}$. Hence the result.

(1)

It is well known that $H=M_{22}$ contains two conjugacy classes of subgroups isomorphic to $A=A l t_{7}$ and these classes are fused in Aut $M_{22}$. The permutation character of $H$ on the cosets of $A$ given in [CCNPW] enables us to reconstruct the fusion pattern of the conjugacy classes of $A$ into conjugacy classes of $H$. If $K_{A}$ is a conjugacy class of $A$ whose elements are products of pairs of involutions (these classes can be read from the suborbit diagram in Section 6.2) then the class of $H$ containing $K_{A}$ is shown in the table below.

| Alt $_{7}$ | $2 A$ | $3 A$ | $3 B$ | $4 A$ | $5 A$ | $6 A$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $M_{22}$ | $2 A$ | $3 A$ | $3 A$ | $4 B$ | $5 A$ | $6 A$ |

Let us compare the table against the suborbit diagram $\Sigma\left(M_{22}\right)$ In view of the above made remark that the suborbits $\Sigma_{l}(\tau, 96,4 B)$ and $\Sigma_{r}(\tau, 96,4 B)$ are paired and by (6.2.1), we obtain the following.

Lemma 6.3.3 Let $\mathcal{I}\left(M_{22}\right)=\mathcal{I}\left(M_{22}, \mathcal{C}, \mathcal{K}\right)$ be the involution geometry of $M_{22}$ and $\tau, \sigma \in \mathcal{C}$. Then in terms of (6.1.4(ii)) and (6.1.6) if $\sigma \notin$ $\Sigma(\tau, 48,4 A)$, then there is a subgroup $A \cong$ Alt $t_{7}$ which contains both $\tau$ and $\sigma$, in particular, $\sigma \in \mathcal{N}(\tau)$.

Lemma 6.3.4 If $(R, \varphi)$ is the universal representation of $\mathcal{I}\left(M_{22}\right)$. Then $\varphi(\mathcal{C})$ is a conjugacy class of $R$.

Proof. By (6.3.3) all we have to prove is that $\sigma \in \mathcal{N}(\tau)$ whenever $\sigma \in \Sigma(\tau, 48,4 A)$. Let us have a look at the suborbit diagram of $\Sigma\left(M_{22}\right)$. Recall that two involutions $\alpha$ and $\beta$ are adjacent in $\Sigma$ if $\beta \in O_{2}\left(C_{H}(\alpha)\right)$. Furthermore, such a pair $\{\alpha, \beta\}$ is in a unique line (contained in $O_{2}\left(C_{H}(\alpha)\right)$ ). On the other hand, if $\sigma \in \Sigma(\tau, 48,4 A)$ then there are at least 9 (which is more than half the valency of $\Sigma)$ vertices $\delta$ adjacent to $\sigma$ such that $\delta \notin \Sigma(\tau, 48,4 A)$. Since such such a vertex $\delta$ is in $\mathcal{N}(\tau)$ by (6.3.3), the result is immediate from (6.1.5).

Proposition 6.3.5 The universal representation group of $\mathcal{I}\left(M_{22}\right)$ is isomorphic to $3 \cdot M_{22}$.

Proof. By (6.3.4) and (6.1.2) the representation group $R$ of $\mathcal{I}\left(M_{22}\right)$ is a non-split central extension of $M_{22}$. The Schur multiplier of $M_{22}$ is cyclic of order 12 (cf. [CCNPW]). By (6.1.1) the non-split extension $3 \cdot M_{22}$ is a representation group of $\mathcal{I}\left(M_{22}\right)$, so it only remains to show that the unique non-split extension $\widetilde{H} \cong 2 \cdot M_{22}$ is not an $H$-admissible representation group of $\mathcal{I}\left(M_{22}\right)$. Calculating with the character table of $\widetilde{H}$ in the GAP package [GAP] we see that $\widetilde{H}$ has two classes $\widetilde{\mathcal{C}_{1}}$ and $\widetilde{\mathcal{C}_{2}}$ of involutions which map onto $\mathcal{C}$ under the natural homomorphism of $\widetilde{H}$ onto $H$. Furthermore, (up to renumbering) for $i=1$ or 2 an involution from $\widetilde{\mathcal{C}}_{i}$ commutes with 18 or 32 other involutions in $\widetilde{\mathcal{C}}_{i}$. Since an involution from $\mathcal{C}$ commutes with 50 other involutions from $\mathcal{C}$, this shows that $\widetilde{H}$ is not a representation group of $\mathcal{I}\left(M_{22}\right)$ (the Kleinian four-subgroups are not lifted into a single class) and completes the proof.

## $6.4 \mathcal{I}\left(U_{4}(3)\right)$

Let $\mathcal{U}=\mathcal{G}\left(U_{4}(3)\right)$ be the GAB (geometry which is almost a building) associated with $U=U_{4}(3)$ (cf. Section 4.14 in [Iv99]). Then $\mathcal{U}$ belongs to the diagram

and admits a flag-transitive action of $U$. If $\left\{v_{1}, v_{2}, v_{3}\right\}$ is a maximal flag in $\mathcal{U}\left(\right.$ where $v_{i}$ is of type $i$, then $U\left(v_{1}\right) \cong U\left(v_{3}\right) \cong 2^{4}: A l t_{6}, U\left(v_{2}\right) \cong 2_{+}^{1+4}$ : $(3 \times 3): 4$. Since $U$ contains a single conjugacy class $\mathcal{C}$ of involutions and
$\left|C_{U}(\tau)\right|=2^{7} \cdot 3^{2}$ for $\tau \in \mathcal{C}$, we conclude that there is a bijection $\varepsilon: \mathcal{C} \rightarrow \mathcal{U}^{2}$ which commutes with the action of $U$.

Below is the suborbit diagram with respect to the action of Aut $U \cong$ $U_{4}(3) . D_{8}$ of the graph $\Sigma=\Sigma\left(U_{4}(3)\right)$ on $\mathcal{C}$ in which two distinct involutions $\tau, \sigma$ are adjacent if and only if

$$
\operatorname{res}_{\mathcal{U}}(\varepsilon(\tau))=\operatorname{res}_{\mathcal{U}}(\varepsilon(\sigma))
$$

(notice that this equality holds exactly when $\sigma \in O_{2}\left(C_{U}(\tau)\right)$ ).


It follows directly from the diagram of $\mathcal{U}$ that $v_{2}$ is incident to three elements of type 1 and three elements of type 3. Furthermore, there are 15 elements of type 2 incident to $v_{1}$, which are: $v_{2}$ itself; six elements incident with $v_{2}$ to a common element of type 3 and the remaining eight. In view of the fact that Aut $U$ induces a diagram automorphism of $\mathcal{U}$, we obtain the following

Lemma 6.4.1 If $\tau$ and $\sigma$ are commuting involutions in $U$ then there is $w \in \mathcal{U}^{1} \cup \mathcal{U}^{3}$ such that $\tau, \sigma \in O_{2}(U(w))$ and both $\varepsilon(x)$ and $\varepsilon(y)$ are incident to $w$.

The group $U$ contains four conjugacy classes of subgroups $A \cong A l t_{7}$ which are fused in $\operatorname{Aut} U$. The permutation character of $U$ acting on the cosets of $A$ gives the following fusion pattern of the classes in $A$ which are products of two involutions into conjugacy classes of $U$.

| Alt $_{7}$ | $2 A$ | $3 A$ | $3 B$ | $4 A$ | $5 A$ | $6 A$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U_{4}(3)$ | $2 A$ | $3 B C$ | $3 D$ | $4 B$ | $5 A$ | $6 B C$ |

Comparing the above table with the suborbits diagrams of $\Sigma\left(U_{4}(3)\right)$ and $\Sigma\left(A l t_{7}\right)$, we obtain the following analogy of (6.3.3).

Lemma 6.4.2 Let $\mathcal{I}\left(U_{4}(3)\right)=\mathcal{I}\left(U_{4}(3), \mathcal{C}, \mathcal{K}\right)$ be the involution geometry of $U_{4}(3)$. Then in terms of (6.1.4(ii)) and (6.1.6) if $\tau, \sigma \in \mathcal{C}$ and $\sigma \notin$ $\Sigma(\tau, 144,4 A)$, then there is a subgroup $A \cong$ Alt $_{7}$ which contains both $\tau$ and $\sigma$, in particular, $\sigma \in \mathcal{N}(\tau)$.

It is absolutely clear from the suborbit diagram of $\Sigma\left(U_{4}(3)\right)$ that there is a line $\left\{\sigma, \delta_{1}, \delta_{2}\right\}$ in $\mathcal{K}$ such that $\sigma \in \Sigma(\tau, 144,4 A)$ and $\delta_{i} \notin \Sigma(\tau, 144,4 A)$ for $i=1,2$ which gives the following analogy of (6.3.4).

Lemma 6.4.3 If $(R, \varphi)$ is the universal representation of $\mathcal{I}\left(U_{4}(3)\right)$. Then $\varphi(\mathcal{C})$ is a conjugacy class of $R$.

Thus the universal representation $R$ of $\mathcal{I}\left(U_{4}(3)\right)$ is a non-split central extension of $U \cong U_{4}(3)$. The Schur multiplier of $U$ is $3^{2} \times 4$. By (6.1.1) $3^{2} \cdot U_{4}(3)$ is a representation group of $\mathcal{I}\left(U_{4}(3)\right)$. Let us have a look at $\widetilde{U}=2 \cdot U_{4}(3)$. Calculations with GAP show that $\widetilde{U}$ has two classes $\widetilde{\mathcal{C}_{1}}$ and $\widetilde{\mathcal{C}}_{2}$ of involutions outside the centre. Furthermore, an involution from $\widetilde{\mathcal{C}_{i}}$ commutes with 48 or 18 other involutions from $\widetilde{\mathcal{C}}_{i}$ where $i=1$ or 2 , respectively. Since an involution from $\mathcal{C}$ commutes with 64 other involutions from $\mathcal{C}$, similarly to the $M_{22}$-case we conclude the $\widetilde{U}$ is not a representation group of $\mathcal{I}\left(U_{4}(3)\right)$ and we obtain the main result of the section.

Proposition 6.4.4 The universal representation group of $\mathcal{I}\left(U_{4}(3)\right)$ is isomorphic to $3^{2} \cdot U_{4}(3)$.

## 6.5 $\mathcal{I}\left(\mathrm{Co}_{2}, 2 B\right)$

Let $\Sigma=\Sigma\left(\mathrm{Co}_{2}\right)$ be the derived graph of $\mathcal{F}=\mathcal{G}\left(\mathrm{Co}_{2}\right)$. The below presented suborbit diagram of this graph with respect to the action of $F \cong C o_{2}$, has been calculated by S.A. Linton. If $v$ is a vertex of $\Sigma$ (an element of type 4 in $\mathcal{F}$ ) then $F(v) \cong 2^{1+4+6} . L_{4}(2)$ coincides with the centraliser in $F$ of a $2 B$-involution in $F$ from the conjugacy class $2 B$. In this way we obtain a bijection $\varepsilon$ from the conjugacy class $\mathcal{C}$ of $2 B$-involutions in $F$ onto the vertex-set of $\Delta$.


Let $u$ be an element of type 1 in $\mathcal{F}$ and $\Delta[u]$ be the set of vertices in $\Delta$ (which are elements of type 4 in $\mathcal{F}$ ) incident to $u$. Then $F(u) \cong 2^{10}$ : Aut $M_{22}$, and the subgraph in $\Sigma$ induced by $\Sigma[u]$ is isomorphic to the 330vertex derived graph of $\operatorname{res}_{\mathcal{F}}(u) \cong \mathcal{G}\left(M_{22}\right)$ (cf. Section 4.5). Since $Q(u):=$ $O_{2}(F(u))$ is the kernel of the action of $F(u)$ on $\operatorname{res}_{\mathcal{F}}(u)$, we conclude that

$$
\left\{\varepsilon^{-1}(v) \mid v \in \Sigma[u]\right\}
$$

is the orbit of length 330 of $F(u) / Q(u) \cong$ Aut $M_{22}$ on the set of nonidentity elements in $Q(u)$. Since $Q(u)$ is the 10-dimensional Golay code module, by (4.5.1) we conclude that $Q(u)$ is a representation group of the derived system of $\operatorname{res}_{\mathcal{F}}(u) \cong \mathcal{G}\left(M_{22}\right)$, which implies the following.

Lemma 6.5.1 The pair $\left(\mathrm{Co}_{2}, \varepsilon^{-1}\right)$ is a representation of the derived system $\mathcal{D}\left(\mathrm{Co}_{2}\right)$ of the geometry $\mathcal{G}\left(\mathrm{Co}_{2}\right)$.

Comparing the suborbit diagram of $\Sigma\left(\mathrm{Co}_{2}\right)$ and the suborbit diagram of the derived graph of $\mathcal{G}\left(M_{22}\right)$ in Section 4.5 we conclude the following result (the vertices of $\Sigma$ are identified with the $2 B$-involutions in $F \cong C o_{2}$ via the bijection $\varepsilon$ ).

Lemma 6.5.2 Let $\Sigma[u]$ be the subgraph in $\Sigma$ defined before (6.5.1). Suppose $\tau \in \Sigma[u]$. Then $\Sigma[u]$ consists of $\tau, 7$ vertices from $\Sigma(\tau, 15,2 A), 42$ vertices from $\Sigma(\tau, 210,2 B), 168$ vertices from $\Sigma(\tau, 2520,2 C)$ and 112 vertices from $\Sigma(\tau, 1680,2 B)$.

Lemma 6.5.3 Let $\mathcal{I}=\mathcal{I}\left(C o_{2}, 2 B\right)$ and $(R, \varphi)$ be the universal representation of $\mathcal{I}$. Then
(i) every line of $\mathcal{I}$ is contained in a conjugate of $O_{2}(F(u))$;
(ii) the elements $\varphi(\alpha)$ taken for all $\alpha \in \Sigma[u]$ generate in $R$ a subgroup which maps isomorphically onto $O_{2}(F(u))$ under the natural homomorphism of $R$ onto $F \cong C_{2}$;
(iii) $(R, \varphi)$ is the universal representation of the derived system of $\mathcal{G}\left(\mathrm{Co}_{2}\right)$.

Proof. From the suborbit diagram of $\Sigma\left(\mathrm{Co}_{2}\right)$ we observe that the line set $\mathcal{K}$ of $\mathcal{I}$ consists of two $F$-orbits, say $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$ such that if $\left\{\tau, \sigma_{1}, \sigma_{2}\right\} \in \mathcal{K}_{1}$ then $\sigma_{i} \in \Sigma(\tau, 210,2 B)$ and $\sigma_{i} \in O_{2}\left(C_{F}(\tau)\right)$ for $i=1,2$ and if $\left\{\tau, \sigma_{1}, \sigma_{2}\right\} \in \mathcal{K}_{2}$, then $\sigma_{i} \in \Sigma(\tau, 1680,2 B)$ and $\sigma_{i} \notin O_{2}\left(C_{F}(\tau)\right)$ for $i=1,2$. By ( 6.5 .2 ) we observe that $O_{2}(F(u))$ contains representatives of both the orbits, which gives (i). The assertion (ii) follows from (4.5.8). By (i) and (ii) the relations in $R$ corresponding to the lines from $\mathcal{K}_{1}$ imply the relations corresponding to the lines from $\mathcal{K}_{2}$ which gives (iii).

Let $(R, \varphi)$ be the universal representation of $\mathcal{I}\left(\mathrm{Co}_{2}, 2 B\right)$ (which is also the universal representation of $\mathcal{D}\left(\mathrm{Co}_{2}\right)$ by (6.5.3)). We are going to establish the isomorphism $R \cong C o_{2}$ by showing that $\varphi(\mathcal{C})$ is a conjugacy class of $R$. We follow notation introduced after (6.1.3).

Lemma 6.5.4 Let $(R, \varphi)$ be the universal representation of $\mathcal{I}\left(\mathrm{Co}_{2}, 2 B\right)$ and let $\tau, \sigma \in \mathcal{C}$ (where $\mathcal{C}$ is the class of $2 B$-involutions in $F \cong C o_{2}$ ) and let $K$ be the conjugacy class of $F$ containing the product $\tau \sigma$. Then
(i) $\sigma \in \mathcal{N}(\tau)$ whenever $K \in\{2 A, 2 B, 2 C\}$;
(ii) $\sigma \in \mathcal{N}(\tau)$ whenever $K \in\{3 B, 4 C, 4 E, 5 B, 6 E\}$.

Proof. (i) follows from (6.5.3 (ii)). In order to establish (ii) we apply (6.4.4) together with the fact that $\mathrm{Co}_{2}$ contains a subgroup isomorphic to $U_{4}(3)$. The relevant part of the fusion pattern of the classes obtained via GAP is presented below. This information gives the result in view of (6.1.4 (ii)).

| $U_{4}(3)$ | $2 A$ | $3 B C$ | $3 D$ | $4 A$ | $4 B$ | $5 A$ | $6 B C$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C o_{2}$ | $2 B$ | $3 B$ | $3 B$ | $4 C$ | $4 E$ | $5 B$ | $6 E$ |

In order to complete the proof that $\varphi(\mathcal{C})$ is a conjugacy class in $R$ we apply a version of (6.1.4 (iii)). We use the following preliminary result (we continue to identify the vertex set of $\Sigma\left(\mathrm{Co}_{2}\right)$ and the class of $2 B$-involutions in $C_{o}$ via the bijection $\varepsilon$ ).

Lemma 6.5.5 In the notation of (6.5.4) suppose that $\delta$ is a vertex adjacent to $\sigma$ in $\Sigma$ such that at least 8 neighbours of $\delta$ are contained in $\mathcal{N}(\tau)$. Then $\sigma \in \mathcal{N}(\tau)$.

Proof. Let $R_{\delta}$ be the subgroup generated by the elements $\varphi(\gamma)$ taken for all $\gamma \in \Sigma(\delta)$. We claim that $R_{\delta}$ is elementary abelian of order $2^{4}$. Indeed, $\Sigma(\delta)$ (the set of 15 neighbours of $\delta$ in $\Sigma$ ) carries the structure of the point-set of a rank 3 projective $G F(2)$-geometry whose lines are those from $\mathcal{K}_{1}$ contained in this set. Hence the claim follows from (3.1.2). Since

$$
\{\varphi(\gamma) \mid \gamma \in \Sigma(\delta)\}
$$

is the set of non-identity elements of $R_{\delta}$ and a maximal subgroup in $R_{\delta}$ contains seven such elements, the result follows.

Lemma 6.5.6 The $\varphi(\mathcal{C})$ is a conjugacy class in $R$.
Proof. By (6.5.4) all we have to show is that $\sigma \in \mathcal{N}(\tau)$ whenever $\tau \sigma$ is in the class $4 A$ or $4 F$.

Let $\sigma \in \Sigma_{l}(\tau, 13440,4 F)$ and let $\delta \in \Sigma(\tau, 161280,4 E)$ be adjacent to $\sigma$. Then by (6.5.4) all the neighbours of $\delta$ are already in $\mathcal{N}(\tau)$ and hence so is $\sigma$ by (6.5.5).

Let $\sigma \in \Sigma_{r}(\tau, 13440,4 F)$ and let $\delta$ be the unique neighbour of $\delta$ in the same orbit of $C_{F}(\tau)$. Then the remaining 14 neighbours of $\delta$ are in $\mathcal{N}(\tau)$ and (6.5.5) applies.

Finally if $\sigma \in \Sigma(\tau, 1920,4 A)$, then there is a neighbour $\delta$ of $\sigma$ in the same orbits whose remaining 14 neighbours are in $\Sigma_{l}(\tau, 13440,4 F)$ and the latter orbit is already proved to be in $\mathcal{N}(\tau)$.

Since the Schur multiplier of $\mathrm{Co}_{2}$ is trivial by (6.1.2) and (6.5.6) we get the main result of the section.

Proposition 6.5.7 The universal representation $(R, \varphi)$ of $\mathcal{I}\left(\mathrm{Co}_{2}, 2 B\right)$ is also the universal representation of the derived system of $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ and $R \cong$ $\mathrm{Co}_{2}$.

## 6.6 $\mathcal{I}\left(\mathrm{Co}_{1}, 2 A\right)$

In this section $\mathcal{C}$ is the conjugacy class of central involutions ( $2 A$-involutions in terms of [CCNPW]) in $G \cong C o_{1}$ and $\Sigma=\Sigma\left(C o_{1}\right)$ is the graph on $\mathcal{C}$ in which two involutions $\tau, \sigma \in \mathcal{C}$ are adjacent if $\sigma \in O_{2}\left(C_{G}(\tau)\right)$ (equivalently if $\left.\tau \in O_{2}\left(C_{G}(\sigma)\right)\right)$. Notice

$$
C_{G}(\tau) \cong 2_{+}^{1+8} . \Omega_{8}^{+}(2) .
$$

The suborbit diagram of $\Sigma$ with respect to the action of $G$ presented below in taken from [ILLSS] (the structure constants of the conjugacy classes products are computed in GAP).


## æ

Notice that $\Sigma$ is the collinearity graph of the dual of the maximal parabolic geometry $\mathcal{H}\left(\mathrm{Co}_{1}\right)$ (cf. Lemma 4.9.1 in [Iv99]). Let $p$ be a point of the tilde geometry $\mathcal{G}\left(C o_{1}\right)$ (which is also a point of the maximal parabolic geometry $\left.\mathcal{H}\left(C o_{1}\right)\right)$. Then $G(p) \cong 2^{11} \cdot M_{24}, Q(p):=O_{2}(G(p))$ is the irreducible 11-dimensional Golay code module for $\bar{G}(p)=G(p) / Q(p) \cong M_{24}$. The intersection $Q(p) \cap \mathcal{C}$ contains exactly 759 involutions which naturally correspond to the octads of the $S(5,8,24)$-Steiner system associated with $\bar{G}(p)$. The subgraph in $\Sigma$ induced by $Q(p) \cap \mathcal{C}$ is the octad graph (cf. Section 3.2 in [Iv99]). If $\tau \in Q(p) \cap \mathcal{C}$ then $Q(p) \cap \mathcal{C}$ contains 30 vertices from $\Sigma(\tau, 270,2 A), 280$ vertices from $\Sigma(\tau, 12600,2 A)$, and 448 vertices from $\Sigma(\tau, 60480,2 C)$. This in view of the above diagram gives the following.

Lemma 6.6.1 Let $\mathcal{I}\left(C o_{1}, 2 A\right)=\mathcal{I}\left(C o_{1}, \mathcal{C}, \mathcal{K}\right)$ be an involution geometry of $G=C o_{1}$ (here $\mathcal{C}$ is the class of $2 A$-involutions and $\mathcal{K}$ is the set of all $2 A$ pure Kleinian four-subgroups in $G$ ). Then every line from $\mathcal{K}$ is contained in a conjugate of $Q(p)$.

The group $C o_{1}$ contains $C o_{2}$ as a subgroup. The fusion pattern of the relevant classes computed in GAP is presented below. Notice that the $2 B$-involutions from $C o_{2}$ are fused to the class of $2 A$-involutions in $C o_{1}$.

| $C o_{2}$ | $2 A$ | $2 B$ | $2 C$ | $3 B$ | $4 A$ | $4 C$ | $4 E$ | $4 F$ | $5 B$ | $6 E$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C o_{1}$ | $2 A$ | $2 A$ | $2 C$ | $3 B$ | $4 A$ | $4 C$ | $4 C$ | $4 D$ | $5 B$ | $6 E$ |

By (6.1.4), comparing the above fusion pattern against the suborbit diagrams of $\Sigma\left(C o_{1}\right)$ and $\Sigma\left(C o_{2}\right)$ we obtain the following

Lemma 6.6.2 Let $(R, \varphi)$ be the universal representation of $\mathcal{I}\left(C o_{1}, 2 A\right)=$ $\mathcal{I}\left(C o_{1}, \mathcal{C}, \mathcal{K}\right)$. Then $\varphi(\mathcal{C})$ is a conjugacy class of $R$.

The Schur multiplier of $C o_{1}$ is of order 2 and the non-split central extension $2 \cdot C o_{1}$ is the automorphism group $C o_{0}$ of the Leech lattice preserving the origin. It can be checked either by calculating the structure constants or by direct calculations in $C o_{0}$ that the latter is not a representation group of $\mathcal{I}\left(C o_{1}, 2 A\right)$ and hence we have the following.

Proposition 6.6.3 $C o_{1}$ is the universal representation group of the involution geometry $\mathcal{I}\left(\mathrm{Co}_{1}, 2 A\right)$.

## Chapter 7

## Large sporadics

Let $G$ be one of the following groups: $F_{24}^{\prime}, J_{4}, B M$, and $M$ and $\mathcal{G}(G)$ be the corresponding 2-local parabolic geometry with the following respective diagram:


As usual the first and second left nodes on the diagram correspond to points and lines, respectively. In this chapter we calculate the universal representations of these four geometries. Originally the calculations were accomplished in [Rich99] for $F i_{24}^{\prime}$, in [ISh97] for $J_{4}$ and in [IPS96] for $B M$ and $M$. For the classification of the flag-transitive $P$ - and $T$-geometries we only need to know that $\mathcal{G}\left(J_{4}\right), \mathcal{G}(B M)$ and $\mathcal{G}(M)$ do not possess non-trivial abelian representations (cf. Proposition 10.4.3 and Section 10.5) and this already comes as a consequence of Proposition 7.4.1, since the commutator subgroup of $\widetilde{Q}(p)$ is $\langle\widetilde{\varphi}(p)\rangle$.

### 7.1 Existence of the representations

The geometries $\mathcal{G}=\mathcal{G}(G)$ for $G=F i_{24}^{\prime}, J_{4}, B M$ or $M$ possess the following uniform description. The set $\mathcal{G}^{1}$ of points is the conjugacy class of central involutions in $G$. If $p$ is a point, then $Q(p):=O_{2}(G(p))$ is an extraspecial 2 -group of type $2_{+}^{1+2 m}$ where $m=6,6,11$ or 12 , respectively, and $H:=G(p) / Q(p)$ is a flag-transitive automorphism group of $\mathcal{H}:=\operatorname{res}_{\mathcal{G}}(p)$ (sometimes we write $H^{p}$ instead of $H$ to indicate the point $p$ explicitly). The latter residue is isomorphic to $\mathcal{G}\left(3 \cdot U_{4}(3)\right), \mathcal{G}\left(3 \cdot\right.$ Aut $\left.M_{22}\right), \mathcal{G}\left(C o_{2}\right)$, and $\mathcal{G}\left(C o_{1}\right)$, respectively. A triple $\left\{p_{1}, p_{2}, p_{3}\right\}$ of points is a line if and only if
$p_{1} p_{2} p_{3}=1$ and $p_{i} \in Q\left(p_{j}\right)$ for all $1 \leq i, j \leq 3$. Since $G$ is a simple group, it is generated by the points and hence we have the following.

Lemma 7.1.1 If $\varphi$ is the identity mapping, then $(G, \varphi)$ is a representation of $\mathcal{G}$.

Next we show that in two of the four cases the universal representation group is larger than $G$.

Lemma 7.1.2 With $G$ as above let $\widetilde{G}$ be the extension of $G$ by its Schur multiplier. Then $(\widetilde{G}, \widetilde{\varphi})$ is a representation of $\mathcal{G}$ for a suitable mapping $\widetilde{\varphi}$.

Proof. The Schur multipliers of $J_{4}$ and $M$ are trivial. The Schur multiplier of $F i_{24}^{\prime}$ is of order 3 (an odd number), hence (6.1.1) applies. By the construction given in [Iv99] the geometry $\mathcal{G}(B M)$ is a subgeometry in $\mathcal{G}(M)$, which means that the points of $\mathcal{G}(B M)$ can be realized by some central involutions in $M$. These involutions generate in $M$ a subgroup isomorphic to $2 \cdot B M$, which is the extension of $B M$ by its Schur multiplier.

The following theorem (which is the main result to be proved in this chapter) shows that the representation in (7.1.2) is universal.

Theorem 7.1.3 Let $G=F i_{24}^{\prime}, J_{4}, B M$, or $M$ and $\mathcal{G}=\mathcal{G}(G)$ be the 2-local parabolic geometry of $G$. Then the universal representation group $R(\mathcal{G})$ of $\mathcal{G}$ is isomorphic to the extension of $G$ by its Schur multiplier (i.e., to $3 \cdot F i_{24}^{\prime}, J_{4}, 2 \cdot B M$, and $M$ ), respectively.

In the remainder of the section we introduce some further notation. Let $p$ be a point of $\mathcal{G}$ and $l=\{p, q, r\}$ be a line containing $p$. Let $\Upsilon$ be the collinearity graph of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$ (so that $l$ is a vertex of $\Upsilon$ ). Let $\bar{Q}(p)=Q(p) /\langle p\rangle$ (an elementary abelian 2-group). For $q \in Q(p)$ and $\bar{q}$ being the image of $q$ in $\bar{Q}(p)$ let $\theta(\bar{q})=0$ if $q^{2}=1$ and $\theta(\bar{q})=1$ if $q^{2}=p$. Then $\theta$ is a quadratic form on $\bar{Q}(p)$. In each of the four cases under consideration $H$ acts irreducibly on $\bar{Q}(p)$ and $\theta$ is the only non-zero $H$-invariant quadratic form on $\bar{Q}(p)$ (viewed as vector space over $G F(2)$ ). Let $\beta$ denote the bilinear form associated with $\theta$ :

$$
\beta(x, y)=\theta(x)+\theta(y)+\theta(x+y) .
$$

Lemma 7.1.4 Let $l=\{p, q, r\}$ and $l^{\prime}=\left\{p, q^{\prime}, r^{\prime}\right\}$ be two distinct lines containing $p$. Then
(i) $Q(p)$ induces on $l \cup l^{\prime}$ an action of order 4;
(ii) the subgraph induced by $l \cup l^{\prime}$ in the collinearity graph of $\mathcal{G}$ is either the union of two triangles sharing a vertex or the complete graph;
(iii) a point cannot be collinear to exactly two points on a line.

Proof. If $l^{\prime \prime}=\left\{p, q^{\prime \prime}, r^{\prime \prime}\right\}$ is another line containing $p$ then $q^{\prime \prime}$ commutes with $l$ (where the latter is considered as a subgroup of order $2^{2}$ in $Q(p)$ ) if and only if $\beta\left(l, l^{\prime \prime}\right)=0$. Notice that if $q^{\prime \prime}$ does not commute with $l$, it swaps the points $q$ and $r$. Since $\beta$ is non-singular we can find a point collinear to $p$ which commutes with $l$ but not with $l^{\prime}$. In view of the obvious symmetry between $l$ and $l^{\prime}$ we have (i). Now (ii) is immediate and implies (iii).

Table V. Geometries of Large Sporadics

| $G$ | $F i_{24}^{\prime}$ | $J_{4}$ | $B M$ | $M$ |
| :---: | :---: | :---: | :---: | :---: |
| $Q(p)$ | $2_{+}^{1+12}$ | $2_{+}^{1+12}$ | $2_{+}^{1+22}$ | $2_{+}^{1+24}$ |
| $H$ | $3 \cdot U_{3}(4) .2_{2}$ | $3 \cdot A u t M_{22}$ | $C o_{2}$ | $C o_{1}$ |
| $H(l)$ | $2^{5} \cdot A l t_{6}$ | $2^{5} \cdot S_{y m}$ | $2^{10}:$ Aut $M_{22}$ | $2^{11}: M_{24}$ |
| $O_{2}(H(l))$ | $2 A_{15} D_{6} E_{10}$ | $2 A_{15} B_{10} C_{6}$ | $2 A_{77} B_{330} C_{616}$ | $2 A_{759} C_{1288}$ |

We summarize some of the above mentioned properties of the four geometries under consideration in Table V . The last row shows the intersections of $O_{2}(H(l))$ with the conjugacy classes of involutions in $H$ (we follow the notation of [CCNPW] so that $2 X_{m} Y_{n} \ldots$ means that $O_{2}(H(l))$ contains $m$ elements from the class $2 X, n$ elements from the class $2 Y$ etc.


Recall that the sextet graph $\Xi$ is the collinearity graph of the rank 3 $T$-geometry $\mathcal{G}\left(M_{24}\right)$. The vertices of $\Xi$ are the sextets and two such sextets $\Sigma=\left\{S_{1}, \ldots, S_{6}\right\}$ and $\Sigma^{\prime}=\left\{S_{1}^{\prime}, \ldots, S_{6}^{\prime}\right\}$ are adjacent if and only if $\left|S_{i} \cap S_{j}^{\prime}\right|$ is even for every $1 \leq i, j \leq 6$. The suborbit diagram of $\Xi$ with respect to the action of $M_{24}$ is as above

Lemma 7.1.5 Let $G=F i_{24}^{\prime}$ or $J_{4}$ and let $\Gamma$ be the collinearity graph of $\mathcal{G}=\mathcal{G}(G)$. Then $\Gamma$ contains the sextet graph $\Xi$ as a subgraph. The points, lines and planes of $\mathcal{G}$ contained in $\Xi$ form a subgeometry $\mathcal{X} \cong \mathcal{G}\left(M_{24}\right)$; if $X$ is the stabilizer of $\Xi$ in $G$, then $X \sim 2^{11} . M_{24}, O_{2}(X)$ is the irreducible Golay code module $\mathcal{C}_{11}$ (it is generated by the points in $\Xi$ ) and $X$ contains $Q(p)$ for every $p \in \Xi$.

Proof. For $G=F i_{24}^{\prime}$ the subgraph $\Xi$ is induced by the points incident to an element $x_{4}$ of type 4 in $\mathcal{G}$ and $\mathcal{X}=\operatorname{res}_{\mathcal{G}}\left(x_{4}\right)$. For $G=J_{4}$ the subgeometry $\mathcal{X}$ is the one constructed as in Lemma 7.1.7 in [Iv99].

Notice that $X$ splits over $O_{2}(X)$ if $G=J_{4}$ and does not split if $G=F i_{24}^{\prime}$.

### 7.2 A reduction via simple connectedness

In the above notation let $\left(R, \varphi_{u}\right)$ be the universal representation of $\mathcal{G}$. By (7.1.2) there is a homomorphism $\psi$ of $R$ onto $\widetilde{G}$ such that $\widetilde{\varphi}$ is the composition of $\varphi_{u}$ and $\psi$ and in order to prove (7.1.3) we have to show that $\psi$ is an isomorphism. The group $R$ acts on $\mathcal{G}$ inducing the group $G$ with kernel being $\psi^{-1}(Z(\widetilde{G}))$. We are going to make use of the following fact.
Proposition 7.2.1 The geometry $\mathcal{G}$ is simply connected.
Proof. The simple connectedness of $\mathcal{G}\left(F i_{24}^{\prime}\right)$ was established in [Iv95], of $\mathcal{G}\left(J_{4}\right)$ in [Iv92b] and again in [IMe99]. For the simple connectedness results for $\mathcal{G}(B M)$ and $\mathcal{G}(M)$ see Sections 5.11 and 5.15 in [Iv99] and references therein.

By (1.4.6) and (7.2.1) if $\Phi=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ is a maximal flag in $\mathcal{G}$ (where $n$ is the rank), then $\widetilde{G}$ is the universal completion of the amalgam

$$
\mathcal{A}(\widetilde{G}, \mathcal{G})=\left\{\widetilde{G}\left(x_{i}\right) \mid 1 \leq i \leq n\right\}
$$

Furthermore, since $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{j}\right)$ is simply connected for $4 \leq j \leq n$ (this residue is the $T$-geometry $\mathcal{G}\left(M_{24}\right)$ in the case $G=F i_{24}^{\prime}, j=4$, and a projective $G F(2)$-geometry in the remaining cases). Hence $\widetilde{G}_{j}$ is the universal completion of the amalgam

$$
\mathcal{E}_{j}=\left\{\widetilde{G}_{j} \cap \widetilde{G}_{i} \mid 1 \leq i \leq j-1\right\}
$$

and we have the following refinement of (7.2.1).
Proposition 7.2.2 Let $p, l, \pi$ be pairwise incident point, line and plane in $\mathcal{G}$. Then $\widetilde{G}$ is the universal completion of the amalgam

$$
\mathcal{B}=\{\widetilde{G}(p), \widetilde{G}(l), \widetilde{G}(\pi)\}
$$

Thus in order to prove (7.1.3) it would be sufficient to establish the following.

Lemma 7.2.3 The universal representation group $R$ of $\mathcal{G}$ contains a subamalgam $\mathcal{D}=\{R\lfloor p\rfloor, R\lfloor l\rfloor, R\lfloor\pi\rfloor\}$ which generates $R$ and maps isomorphically onto the subamalgam $\mathcal{B}$ in $\widetilde{G}$ under the homomorphism $\psi$.

We should be able to reconstruct the subgroups $R\lfloor\alpha\rfloor$ for $\alpha=p, l$ and $\pi$ in terms of $\mathcal{G}$ and its representation in $R$. Towards this end we look on how the subgroups $\widetilde{G}(\alpha)$ can be reconstructed. It turns out that for $\alpha=p, l$ or $\pi$ the subgroup $\widetilde{G}(\alpha)$ (which is the stabiliser of $\alpha$ in $\widetilde{G})$ is generated by the elements $\widetilde{\varphi}(q)$ it contains:

$$
\widetilde{G}(\alpha)=\left\langle\widetilde{\varphi}(q) \mid q \in \mathcal{G}^{1}, \widetilde{\varphi}(q) \in \widetilde{G}(\alpha)\right\rangle .
$$

Thus it is natural to define $R\lfloor\alpha\rfloor$ in the following way:

$$
R\lfloor\alpha\rfloor=\left\langle\varphi_{u}(q) \mid q \in \mathcal{G}^{1}, \widetilde{\varphi}(q) \in \widetilde{G}(\alpha)\right\rangle
$$

Then we are sure at least that $R\lfloor\alpha\rfloor$ maps onto $\widetilde{G}(\alpha)$ under the homomorphism $\psi$.

By a number of reasons (of a technical nature) we prefer to deal with one type of parabolics, namely with the point stabilizers. So our goal is to prove the following.

Lemma 7.2.4 For a point $p$ in $\mathcal{G}$ define

$$
R\lfloor p\rfloor:=\left\langle\varphi_{u}(q) \mid q \in \mathcal{G}^{1}, \widetilde{\varphi}(q) \in \widetilde{G}(p)\right\rangle
$$

Then
(i) $R\lfloor p\rfloor$ maps isomorphically onto $\widetilde{G}(p)$ under the homomorphism $\psi$ : $R \rightarrow \widetilde{G}$;
(ii) for a point $r$ collinear to $p$ the subgroup $R\lfloor p\rfloor \cap R\lfloor r\rfloor$ maps surjectively onto $\widetilde{G}(p) \cap \widetilde{G}(r)$.

Since $\widetilde{G}(p)$ is the full preimage of the centraliser of $p$ in $G$, we can redefine $R\lfloor p\rfloor$ as

$$
R\lfloor p\rfloor=\left\langle\varphi_{u}(q) \mid q \in \mathcal{G}^{1},[p, q]=1\right\rangle
$$

Furthermore, it turns out that in each of the four cases under consideration if $q$ commutes with $p$, then $q$ is at distance at most 2 in the collinearity graph $\Gamma$ of $\mathcal{G}$. Thus if we put

$$
N(p)=\left\{q \mid q \in \mathcal{G}^{1},[p, q]=1, d_{\Gamma}(p, q) \leq 2\right\}
$$

then $R\lfloor p\rfloor$ can be again redefined as

$$
R\lfloor p\rfloor=R[N(p)] .
$$

This definition (which involves only local properties of the collinearity graph $\Gamma$ ) we will be using and the fact that it is equivalent to the previous definitions will not be used.

We will establish (7.2.4 (i)) in Section 7.6 and after this is done, (7.2.4 (ii)) can be deduced from the following result (which is an internal property of $\widetilde{G}$ ) to be established in Section 7.7.

Lemma 7.2.5 If $p$ and $r$ are collinear points then $\widetilde{G}(p) \cap \widetilde{G}(r)$ is generated by the elements $\widetilde{\varphi}(q)$ taken for all $q \in N(p) \cap N(r)$.

### 7.3 The structure of $N(p)$

In this section we describe the structure of the set $N(p)$ of vertices in the collinearity graph $\Gamma$ of $\mathcal{G}$ which are at distance at most 2 from $p$ and commute with $p$ (considered as central involutions in $G$ ).

First we introduce some notation. Clearly $N(p)$ contains $\Gamma(p)$. Let $\Gamma_{2}^{j}(p), 1 \leq j \leq t=t(G)$, be the $G(p)$-orbits in $N(p) \cap \Gamma_{2}(p)$. Let $2^{\alpha_{j}}$ be the length of a $Q(p)$-orbit in $\Gamma_{2}^{j}(p)$ (where $Q(p)=O_{2}(G(p))$ ) and let $n_{i}$ be the number of such orbits, so that

$$
\left|\Gamma_{2}^{j}(p)\right|=2^{\alpha_{j}} \cdot n_{j}
$$

(clearly the $\alpha_{j}$ and $n_{j}$ depend on $j$ and on $G$ ). We will see that for given $G$ the numbers $\alpha_{j}$ are pairwise different and we adopt the ordering for which $\alpha_{1}<\alpha_{2}<\ldots<\alpha_{t}$. Let $b_{1}^{j}$ be the number of vertices in $\Gamma_{2}^{j}(p)$ adjacent in $\Gamma$ to a given vertex from $\Gamma(p)$ and $c_{2}^{j}$ be the number of vertices in $\Gamma(p)$ adjacent to a given vertex from $\Gamma_{2}^{j}(p)$. Then

$$
\left|\Gamma_{2}^{j}(p)\right|=|\Gamma(p)| \cdot \frac{b_{1}^{j}}{c_{2}^{j}}
$$

Throughout the section $(p, q, r)$ is a 2 -path in $\Gamma$ such that the lines $l=\left\{p, q, q^{\prime}\right\}$ and $l^{\prime}=\left\{q, r, r^{\prime}\right\}$ are different. Then $l$ and $l^{\prime}$ are different points of $\mathcal{H}^{q}=\operatorname{res}_{\mathcal{G}}(q)$. Let $\Upsilon$ be the collinearity graph of $\mathcal{H}^{q}$. The suborbit diagram of $\Upsilon$ with respect to the action of $H^{q}=G(q) / Q(q)$ can be found in Section 5.1 for $\mathcal{H}^{q}$ being $\mathcal{G}\left(C o_{1}\right)$ or $\mathcal{G}\left(C o_{2}\right)$, in Section 4.4 for $\mathcal{H}^{q}$ being $\mathcal{G}\left(3 \cdot M_{22}\right)$ and in Section 5.6 for $\mathcal{H}^{q}$ being $\mathcal{G}\left(3 \cdot U_{3}(4)\right)$.

In the cases $G=F i_{24}^{\prime}$ and $G=J_{4}$ the group $H^{q}$ (isomorphic to 3 . $U_{3}(4) .2_{2}$ and 3 • Aut $M_{22}$, respectively) contains a normal subgroup $D$ of order 3 which acts fixed-point freely on the point-set of $\mathcal{H}^{q}$. Let $\Upsilon^{*}$ denote the collinearity graph of the enriched point-line incidence system (whose lines are those of $\mathcal{H}^{q}$ together with the orbits of $D$ on the point-set). In order to argue uniformly, for $G=B M$ and $M$ we put $\Upsilon^{*}=\Upsilon$. Let $\mathcal{S}^{*}$ denote the point-line incidence system for which $\Upsilon^{*}$ is the collinearity graph.

Lemma 7.3.1 Let $A$ be the orbit of $r$ under $Q(p)$ and $B$ the orbit of $l^{\prime}$ under $O_{2}\left(H^{q}(l)\right)$. Then
(i) $Q(p) \cap Q(q)$ is a maximal elementary abelian subgroup (of order $2^{m+1}$ ) in $Q(q) \cong 2_{+}^{1+2 m}$ and $Q(p) \cap G(q)$ maps surjectively onto $O_{2}\left(H^{q}(l)\right)$;
(ii) $|A|=|B|=2$ if $d_{\Gamma}(p, r)=1$ and $|A|=4 \cdot|B|$ if $d_{\Gamma}(p, r)=2$;
(iii) $r \in N(p)$ if and only if $\beta\left(l, l^{\prime}\right)=0$.

Proof. Since the commutator subgroups of $Q(p)$ and $Q(q)$ are of order 2 generated by $p$ and $q$, respectively, $Q(p) \cap Q(q)$ is elementary abelian and its image in $\bar{Q}(q)$ is totally singular with respect to $\theta$. Hence the image is at most $m$-dimensional and $|Q(p) \cap Q(q)| \leq 2^{m+1}$. On the other hand, $Q(p) \cap G(q)$ has index 2 in $Q(p)$ and its image in $H^{q}$ is contained in $O_{2}\left(H^{q}(l)\right)$. One can see from the Table V in Section 7.1 that $\left|O_{2}\left(H^{q}(l)\right)\right|=$ $2^{m-1}$ which implies (i).

If $r$ is adjacent to $p$ then the $Q(p)$-orbit of $r$ is of length 2 and clearly $|A|=|B|=2$. Suppose that $d_{\Gamma}(p, r)=2$. We claim that $r$ and $r^{\prime}$ are in the same $Q(p)$-orbit. Indeed, otherwise $l^{\prime}$ (which is a subgroup of order $2^{2}$ in $Q(q))$ commutes with $Q(p) \cap Q(q)$. But by (i) $Q(p) \cap Q(q)$ is a maximal abelian subgroup in $Q(q)$. Hence $l^{\prime}$ must be contained in $Q(p) \cap Q(q)$, but in this case $r \in l^{\prime} \subseteq Q(p)$ and $r$ is collinear to $p$ by the definition of $\mathcal{G}$, contrary to our assumption. The image of $r$ under an element from $Q(p) \backslash G(q)$ is not collinear to $q$. Hence the orbit of $r$ under $Q(p)$ is twice longer than its orbit under $Q(p) \cap G(q)$ and (ii) follows. Finally (iii) is immediate from the definition of $\theta$ and $\beta$.

Lemma 7.3.2 The following three conditions are equivalent:
(i) $p$ and $r$ are adjacent in the collinearity graph $\Gamma$ of $\mathcal{G}$;
(ii) $r \in Q(q) \cap Q(p)$;
(iii) $l$ and $l^{\prime}$ are adjacent in $\Upsilon^{*}$;

Proof. First of all (i) and (ii) are equivalent by the definition of the collinearity in $\mathcal{G}$. By (7.3.1) $p$ and $r$ can be adjacent in $\Gamma$ only if the orbit of $l^{\prime}$ under $O_{2}\left(H^{q}(l)\right)$ has length at most 2. The orbit lengths of $O_{2}\left(H^{q}(l)\right)$ can be read from the suborbit diagram of $\Upsilon^{*}$. From these diagrams we see that $p$ and $r$ can be adjacent only if $l$ and $l^{\prime}$ are adjacent in $\Upsilon^{*}$. Hence (i) implies (iii). If $l$ and $l^{\prime}$ are collinear in $\mathcal{H}^{q}$ then the union $l \cup l^{\prime}$ is contained in a plane, in particular, it induces a complete subgraph in $\Gamma$. Suppose that $l$ and $l^{\prime}$ are adjacent in $\Upsilon^{*}$ but not in $\Upsilon$. In this case $G=F i_{24}^{\prime}$ or $G=J_{4}$ and by (7.1.5) $\Gamma$ contains the sextet graph $\Xi$ as a subgraph. The suborbit diagram of $\Xi$ shows that in the considered situation $p$ and $r$ are adjacent. This shows that (iii) implies (i) and completes the proof.

As we have seen in the proof of (7.3.1), the image of $Q(p) \cap Q(q)$ in $\bar{Q}(q)$ is $m$-dimensional. We can alternatively deduce this fact from (7.3.2). Indeed, $\bar{Q}(q)$ supports the representation $(\bar{Q}(q), \varphi)$ of $\mathcal{S}^{*}$ (compare (1.5.1)). In view of (5.6.2), (4.4.2), (5.3.2), and (5.2.3) this representation is universal when $G=F i_{24}^{\prime}, J_{4}$, or $M$ and has codimension 1 in the universal when $G=B M$.

Now by (5.6.3), (4.4.8 (i)), (5.2.3 (ii)) and (5.3.3) (for $G=F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively) we observe that the elements $\varphi\left(l^{\prime}\right)$ taken for all $l^{\prime}$ equal or adjacent to $l$ in $\Upsilon^{*}$ generate in $\bar{Q}(p)$ a subspace of dimension $m$ at least. Since for such an $l^{\prime}$ the subgroup $\varphi\left(l^{\prime}\right)$ is contained in the image of $Q(p) \cap Q(q)$ in $\bar{Q}(p)$, the dimension of the image is exactly $m$.

As a byproduct of this consideration we obtain the following useful consequence.

Corollary 7.3.3 If $p$ and $q$ are adjacent vertices in $\Gamma$ then $\widetilde{Q}(p) \cap \widetilde{Q}(q)$ is a maximal abelian subgroup of index $2^{m-1}$ in $\widetilde{Q}(p)$ (where $Q(p) \cong 2_{+}^{1+2 m}$ ) and it is generated by the elements $\widetilde{\varphi}(r)$ taken for all

$$
r \in\{p, q\} \cup(\Gamma(p) \cap \Gamma(q))
$$

We will use the following easy principle.
Lemma 7.3.4 Suppose that $r \in N(p) \cap \Gamma_{2}(p)$ and let $\Gamma_{2}^{j}(p)$ be the $G(p)$ orbit containing $r$. Let $\widehat{r}$ denote the image of $r$ in $H^{p}=G(p) / Q(p)$. Then
(i) $\widehat{r} \in O_{2}\left(H^{p}(l)\right)$;
(i) $\left\{\widehat{r} \mid r \in \Gamma_{2}^{j}(p)\right\}$ is a conjugacy class of involutions in $H^{p}$;
(ii) if $r$ and $s$ are in the same $Q(p)$-orbit then $\widehat{r}=\widehat{s}$;
(iii) the number $n_{j}$ of $Q(p)$-orbits in $\Gamma_{2}^{j}(p)$ divides the size $k_{j}$ of the conjugacy class of $\widehat{r}$ in $H$.

Proof. (i) follows from (7.3.1 (i)), the rest is easy.
Comparing (7.3.2) with the suborbit diagram of $\Upsilon^{*}$, in view of (7.3.4) and Table V we obtain the following lemma (recall that $t=t(G)$ is the number of $G(p)$-orbits in $\left.N(p) \cap \Gamma_{2}(p)\right)$.

Lemma 7.3.5 (i) if $G \cong F i_{24}^{\prime}$ then $t=4$; if $r \in \Gamma_{2}^{j}(p)$ then $l^{\prime} \in \Upsilon_{3}^{3}(l)$, $\Upsilon_{2}^{2}(l), \Upsilon_{2}^{1}(l)$ and $\Upsilon_{3}^{2}(l)$; the $Q(p)$-orbit of $r$ has length $2^{4}, 2^{5}, 2^{6}$ and $2^{7} ; \widehat{r}$ is in the $H^{p}$-conjugacy class $2 A, 2 A, 2 D$ and $2 E$ for $j=1,2,3$ and 4;
(ii) if $G=J_{4}$ then $t=3$; if $r \in \Gamma_{2}^{j}(p)$ then $l^{\prime} \in \Upsilon_{3}^{1}(l), \Upsilon_{2}^{1}(l)$ and $\Upsilon_{2}^{2}(l)$; the $Q(p)$-orbit of $r$ has length $2^{4}, 2^{5}$ and $2^{6} ; \widehat{r}$ is in the $H^{p}$-conjugacy class $2 A, 2 A$ and $2 B$ for $j=1,2$ and 3 ;
(iii) if $G=B M$ then $t=2$; if $r \in \Gamma_{2}^{j}(p)$ then $l^{\prime} \in \Upsilon_{2}^{1}(l)$ and $\Upsilon_{2}^{2}(l)$; the $Q(p)$-orbit of $r$ has length $2^{7}$ and $2^{8}$; $\widehat{r}$ is in the $H^{p}$-conjugacy class $2 A$ and $2 B$ for $j=1$ and 2 ;
(iv) if $G=M$ then $t=3$; if $r \in \Gamma_{2}^{j}(p)$ then $l^{\prime} \in \Upsilon_{2}^{1}(l), \Upsilon_{2}^{2}(l)$ and $\Upsilon_{3}^{2}(l)$; the $Q(p)$-orbit of $r$ has length $2^{8}, 2^{9}$ and $2^{13} ; \widehat{r}$ is in the $H^{p}$-conjugacy class $2 A, 2 A$ and $2 C$ for $j=1,2$ and 3 .

By the above lemma for each $G$ under consideration and every $1 \leq j \leq t$ we know that $b_{1}^{j}$ is twice the length of the orbit of $l^{\prime}$ under $H^{q}(l)$ (assuming that $\left.r \in \Gamma_{2}^{j}(p)\right)$, the length $2^{\alpha_{j}}$ of a $Q(p)$-orbit in $\Gamma_{2}^{j}(p)$ is also known and the number $n_{j}$ of these orbits is divisible by the size $k_{j}$ of the $H^{p}$-conjugacy class of $\widehat{r}$ (which can be read from [CCNPW]). Thus in order to find the length of $\Gamma_{2}^{j}(p)$ we only have to calculate $c_{2}^{j}$. The above consideration gives the following upper bound on $c_{2}^{j}$.

Lemma 7.3.6 $c_{2}^{j}$ divides

$$
|\Gamma(p)| \cdot \frac{b_{1}^{j}}{2^{\alpha_{j}} \cdot k_{j}}
$$

A lower bound comes from the following rather general principle, which can be easily deduced from (7.1.4).

Lemma 7.3.7 Suppose that $r \in \Gamma_{2}^{j}(p)$. Let e be the number of 2-paths in $\Upsilon^{*}$ joining $l$ and $l^{\prime}$, i.e.,

$$
e=\left|\Upsilon^{*}(l) \cap \Upsilon^{*}\left(l^{\prime}\right)\right|
$$

Then the subgraph in $\Gamma$ induced by $\Gamma(p) \cap \Gamma(r)$ has valency $2 \cdot e$, in particular, $c_{2}^{j} \geq 1+2 \cdot e$.

The next four lemmas deal with the individual cases. The diagrams given in these lemmas present fragments of the suborbit diagrams of $\Gamma$. These fragments show the orbits of $G(p)$ on $N(p)$ and the number of vertices in $\Gamma(p)$ adjacent to a vertex from such an orbit.

Lemma 7.3.8 The structure of $N(p)$ in the case $G=F i_{24}^{\prime}$ is as on the following diagram.


Proof. The collinearity graph of $\mathcal{G}=\mathcal{G}\left(F i_{24}^{\prime}\right)$ is also the collinearity graph of the extended dual polar space $\mathcal{E}\left(F i_{24}^{\prime}\right)$ (cf. Lemma 5.6.6 in [Iv99]). The diagram of $\mathcal{E}\left(F i_{24}^{\prime}\right)$ is


Let $\Theta$ be the subgraph in $\Gamma$ induced by the vertices (points) incident to an element $y$ of type 4 in $\mathcal{E}\left(F i_{24}^{\prime}\right)$ (we assume that $y$ is incident to $p$ ). Then $\Theta$ is the collinearity graph of the building $\mathcal{G}\left(\Omega_{8}^{-}(2)\right)$ with the suborbit diagram

æ
with respect to the action of $G(y) \cong 2^{8}: \Omega_{8}^{-}(2) .2$ and $G(y)$ contains $Q(p)$. Since $O_{2}(G(y))$ acts transitively on $\Theta_{2}(p)$ of size $2^{6}$, we conclude that $\Theta_{2}(p) \subseteq \Gamma_{2}^{3}(p)$ and hence $c_{2}^{3}$ is at least 27 . Since $k_{3}=378$, we obtain $c_{2}^{3}=27$.

Now let $\Xi$ be the subgraph as in (7.1.5) containing $p$ and $X \cong 2^{11} . M_{24}$ be the stabilizer of $\Xi$ in $G$. Since $X$ contains $Q(p)$ and $O_{2}(X(p))$ acts on $\Xi_{2}^{1}(p)$ and $\Xi_{2}^{2}(p)$ with orbits of length $2^{4}$ and $2^{5}$, we conclude that $\Xi_{2}^{1}(p) \subseteq \Gamma_{2}^{1}(p)$ and $\Xi_{2}^{1}(p) \subseteq \Gamma_{2}^{2}(p)$, particularly $c_{2}^{1} \geq 9$ and $c_{2}^{2} \geq 3$. Since $k_{1}=k_{2}=2835$ we immediately conclude that $c_{2}^{1}=9$. A more detailed analysis shows that $c_{2}^{2}=3$. But since the particular value of $c_{2}^{2}$ will not be used in our subsequent arguments, we are not presenting this analysis here. Finally, since $k_{4}=17010$, direct calculation shows that $c_{2}^{4}=1$.

Lemma 7.3.9 The structure of $N(p)$ in the case $G=J_{4}$ is as on the following diagram.


Proof. By Propositions 1, 6, 9, and 15 in [J76] we see that $G(p) \backslash Q(p)$ contains involutions $t^{\prime}, t_{1}, \widetilde{t}_{1}$ conjugate to $p$ in $G$ with centralisers in $Q(p)$ of order $2^{9}, 2^{8}, 2^{7}$, respectively. This shows that $t^{\prime} \in \Gamma_{2}^{1}(p), t_{1} \in \Gamma_{2}^{2}(p)$, $\widetilde{t}_{1} \in \Gamma_{2}^{3}(p)$. Also by $[\mathrm{J} 76]$ we know that $\left|C_{G(p)}(\tau)\right|$ is $2^{17} \cdot 3^{2}, 2^{16} \cdot 3,2^{14} \cdot 3 \cdot 7$ for $\tau=t^{\prime}, t_{1}, \tilde{t}_{1}$, respectively, and hence $c_{2}^{j}$ are as on the diagram. If $\Xi$ is a subgraph from (7.1.5) containing $p$, then $\Xi_{2}^{1}(p) \subseteq \Gamma_{2}^{1}(p)$ and $\Xi_{2}^{2}(p) \subseteq \Gamma_{2}^{2}(p)$. Notice that $G(p)$ acts on the set of $Q(p)$-orbits in $\Gamma_{2}^{3}(p)$ as on the set of planes in $\operatorname{res}_{\mathcal{G}}(p) \cong \mathcal{G}\left(3 \cdot M_{22}\right)$.

Lemma 7.3.10 The structure of $N(p)$ in the case $G=B M$ is as on the following diagram.


Proof. We have $k_{1}=56925, k_{2}=1024650$, so that $c_{2}^{1}$ divides 63 and $c_{2}^{2}$ divides 15 . Let $\Sigma$ be the subgraph induced by the vertices in a subgeometry $\mathcal{G}\left(S_{8}(2)\right)$ in $\mathcal{G}$ as in Lemma 5.4.5 in [Iv99]. Then it is easy to see that (assuming that $p \in \Sigma) \Sigma_{2}(p) \subseteq \Gamma_{2}^{1}(p)$ and $c_{2}^{1}=63$. By (7.3.7) we see that $c_{2}^{2}$ is at least 15 . In view of the above it is exactly 15 .

Lemma 7.3.11 The structure of $N(p)$ in the case $G=M$ is as on the following diagram.


Proof. Since $k_{1}=k_{2}=46621575$ and $k_{3}=10680579000$ we conclude that $c_{2}^{3}=1$ and that $c_{2}^{1}$ divides 135 . Let $\Psi$ be the subgraph of valency 270 on 527 vertices introduced before Lemma 5.3.3 in [Iv99] and suppose that $p \in \Psi$. Then the stabilizer of $\Psi$ in $G$ contains $Q(p)$ and $\left|\Psi_{2}(p)\right|=2^{8}$. Hence $\Psi_{2}(p) \subseteq \Gamma_{2}^{1}(p)$ and since $\Psi$ contains 135 paths of length 2 joining a pair of vertices at distance 2 , we have $c_{2}^{1}=135$. The fact that $c_{2}^{2}=15$ is a bit more delicate, a proof of this equality can be found in [MSh01]. In the present work the particular value of $c_{2}^{2}$ does not play any role and we indicate it on the diagram only for the sake of completeness.

### 7.4 Identifying $R_{1}(p)$

In this section we make a first step in establishing (7.2.4) by proving the following
Proposition 7.4.1 The homomorphism $\psi: R \rightarrow \widetilde{G}$ restricted to

$$
\begin{aligned}
& \qquad R_{1}(p)=\left\langle\varphi_{u}(q) \mid d_{\Gamma}(p, q) \leq 1\right\rangle \\
& \text { is an isomorphism onto } \widetilde{Q}(p)=O_{2}(\widetilde{G}(p)) \text {. }
\end{aligned}
$$

Since it is clear that $\psi$ maps $R_{1}(p)$ surjectively onto $\widetilde{Q}(p)$, in order to prove (7.4.1) it is sufficient to show that the order of $R_{1}(p)$ is at most that of $\widetilde{Q}(p)$ (which is $2^{13}, 2^{13}, 2^{24}$, and $2^{25}$ for $G=F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively).

By (2.6.2) the mapping

$$
\chi: l=\{p, q, r\} \mapsto\left\langle z_{p}, z_{q}, z_{r}\right\rangle /\left\langle z_{p}\right\rangle
$$

turns $\bar{R}_{1}(p)$ into a representation group of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$. If $G=B M$ or $M$ then by (5.4.1) this immediately implies that $\bar{R}_{1}(p)$ is abelian of order at most $2^{23}$ or $2^{24}$, respectively, and we have the following.

Lemma 7.4.2 If $G=B M$ or $M$, then (7.4.1) holds.
For the remainder of the section we deal with the situation when $G=$ $F i_{24}^{\prime}$ or $J_{4}$.
Lemma 7.4.3 If $G=F i_{24}^{\prime}$ or $J_{4}$ then
(i) $\left(\bar{R}_{1}(p), \chi\right)$ is a representation of the enriched point-line incidence system $\mathcal{S}^{*}$ of $\mathcal{H}$;
(ii) $\bar{R}_{1}(p)$ is a quotient of $R\left(\mathcal{S}^{*}\right) \cong 2_{+}^{1+12}$.

Proof. Let $D$ be a Sylow 3-subgroup (of order 3) in $O_{2,3}(G(p))$ and let $\left\{l_{1}, l_{2}, l_{3}\right\}$ be a $D$-orbit on the set of lines in $\mathcal{G}$ containing $p$. Then the set $S=l_{1} \cup l_{2} \cup l_{3}$ is contained in a subgraph $\Xi$ as in (7.1.5) stabilized by $X \sim 2^{11} . M_{24}$. Since $\Xi$ generates $O_{2}(X)$ which is an irreducible Golay code module for $X / O_{2}(X) \cong M_{24}$ one can easily see that $S$ is the set on nonidentity elements of an elementary abelian subgroup of order $2^{3}$ contained in $Q(s)$ for every $s \in S$. This shows (i). Now (ii) is by (4.4.6) and (5.6.5).

By (7.4.3) we see that for $G=F i_{24}^{\prime}$ or $J_{4}$ the size of $R_{1}(p)$ is at most twice that of $\widetilde{Q}(p)$ (isomorphic to $Q(p)$ in the considered cases). The next lemma shows that this bound cannot be improved locally. Let $\mathcal{T}=(\Pi, L)$ be the point-line incidence system where $\Pi=\{p\} \cup \Gamma(p)$ and $L=L(\Pi)$ is the set of lines of $\mathcal{G}$ contained in $\Pi$.
Lemma 7.4.4 If $G=F i_{24}^{\prime}$ or $J_{4}$ then $R(\mathcal{T}) \cong Q(p) \times 2 \cong 2_{+}^{1+12} \times 2$.
Proof. Let $(Q(p), \varphi)$ be the representation of $\mathcal{T}$ where $\varphi$ is the identity mapping. Let be $\chi$ the mapping of the point-set of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$ into $Q(p)$ which turns the latter into a representation group of $\mathcal{H}$. Then $\chi$ can be constructed as follows.

Let $D$ be a Sylow 3-subgroup of $O_{2,3}(G(p))$ and $C=C_{G(p)}(D) /\langle p\rangle$ (isomorphic to $3 \cdot U_{3}(4)$ or $3 \cdot M_{22}$ ). Then (compare the proof of (4.4.1)) $C$ acts flag-transitively on $\mathcal{H}$ and has two orbits, say $\Phi_{1}$ and $\Phi_{2}$ on $\Gamma(p)$. Let $\chi_{i}$ be the mapping which sends a line $l$ of $\mathcal{G}$ containing $p$ onto its intersection with $\Phi_{i}$. Then for exactly one $i \in\{1,2\}$ the mapping $\chi_{i}$ is the required mapping $\chi$. We claim that $\Phi:=\operatorname{Im}(\chi)$ is a geometrical hyperplane in $\mathcal{T}$. It is clear from the above that every line containing $p$ intersects $\Phi$ in exactly one point. Let $l \in L$ be a line disjoint from $p$. Let $l_{i}, 1 \leq i \leq 3$, be the lines containing $p$ and intersecting $l$ and let $l_{i}=\left\{p, r_{i}, s_{i}\right\}$ where $r_{i} \in \Phi$ for $1 \leq i \leq 3$. Then $l$ is one of the following four lines:

$$
\left\{r_{1}, r_{2}, r_{3}\right\},\left\{r_{1}, s_{2}, s_{3}\right\},\left\{s_{1}, r_{2}, s_{3}\right\},\left\{s_{1}, s_{2}, r_{3}\right\} .
$$

Hence $\Phi$ is indeed a geometrical hyperplane. Since $Q(p)$ is extraspecial, it is easy to see that it is generated by $\Phi$. Now by (2.3.5) $\mathcal{T}$ possesses a representation in the direct product of $Q(p)$ and a group of order 2. On the other hand, arguing as in the proof of (7.4.3) we can see that the order of $R(\mathcal{T})$ is at most $2^{14}$ and the result follows.

Thus when $G=F i_{24}^{\prime}$ or $J_{4}$ we have the following two possibilities:
(P1) The restriction of $\psi$ to $R_{1}(p)$ is an isomorphism onto $\widetilde{Q}(p)$.
(P2) The restriction of $\psi$ to $R_{1}(p)$ is a homomorphism with kernel $Y(p)$ of order 2.

Suppose that (P2) holds and let $Z$ be the normal closure in $R$ of the subgroups $Y(p)$ taken for all points $p$. Then $R / Z$ possesses a representation of $\mathcal{G}$ for which (P1) holds. Furthermore, $R / Z$ is the universal representation group with this property in the sense that it possesses a homomorphism onto every representation group for which (P1) holds (for every point $p$ ). Below in this section we show that if ( P 2 ) holds then the kernel $Y(p)$ is independent on the particular choice of the point $p$. Hence $Z$ is of order 2 . In the subsequent sections of the chapter we show that the universal group $R / Z$ for which (P1) holds is $\widetilde{G}$ (which is $3 \cdot F i_{24}^{\prime}$ or $J_{4}$ ). Since the Schur multiplier of $\widetilde{G}$ is trivial we must have

$$
R \cong \widetilde{G} \times 2
$$

which is not possible by (2.1.1).
Thus in the remainder of this section we assume that (P2) holds and show that $Y(p)$ is independent on $p$ and in the subsequent sections we show that the universal group satisfying ( P 1 ) is $\widetilde{G}$. In order to have uniform notation we denote this group by $R$ instead of $R / Z$.

By (7.4.3) and (7.4.4) we have

$$
R_{1}(p) \cong R(\mathcal{T}) \cong 2_{+}^{1+12} \times 2
$$

and

$$
\bar{R}_{1}(p) \cong R\left(\mathcal{S}^{*}\right) \cong 2_{+}^{1+12}
$$

This shows that the commutator subgroup of $R_{1}(p)$ is of order 2 and if $c_{p}$ denotes the unique non-trivial element of this commutator subgroup then $c_{p} \neq z_{p}$ (where $\left.z_{p}=\varphi_{u}(p)\right)$ and $\left\langle c_{p}, z_{p}\right\rangle$ is the centre of $R_{1}(p)$. Under the homomorphism $\psi$ both $c_{p}$ and $z_{p}$ map onto $\widetilde{\varphi}(p)$ which gives the following.

Lemma 7.4.5 Let $p$ and $q$ be distinct collinear points of $\mathcal{G}$. Then the only possible equality among the elements $z_{p}, z_{q}, c_{p}, c_{q}, z_{p} c_{p}$ and $z_{q} c_{q}$ is the equality

$$
z_{p} c_{p}=z_{q} c_{q} .
$$

We are going to show that the equality in the above lemma in fact holds for every pair of points. Since it is clear that $z_{p} c_{p}$ generates the kernel $Y(p)$ of the restriction of $\psi$ to $R_{1}(p)$, by this we will accomplish the goal of this section.

Let $l=\{p, q, r\}$ be a line and let

$$
\Gamma(l)=\left\{s \in \Gamma \mid d_{\Gamma}(s, t) \leq 1 \text { for every } t \in l\right\}
$$

For $s \in \Gamma(p)$ let $m$ be the line containing $p$ and $s$. By (7.1.4) and (7.3.2) we know that $s \in \Gamma(l)$ if and only if $l$ and $m$ are either equal or adjacent in the collinearity graph $\Upsilon^{*}$ of the enriched point-line incidence system of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$. Let $C(l)$ be the set of points $s$ as above such that $m$ is either equal or adjacent to $l$ in $\Upsilon$ (i.e., $m$ and $l$ are equal or collinear in $\mathcal{H}$ ) and let $A(l)$ be the set of points $s$ such that $m$ is either equal or adjacent to $l$ in $\Upsilon^{*}$ but not in $\Upsilon$.

## Lemma 7.4.6 The following assertions hold:

(i) the point-wise stabilizer of $l$ in $G$ acts transitively both on $C(l)$ and on $A(l)$;
(ii) $\Gamma(l)$ is the disjoint union of $l, C(l) \backslash l$ and $A(l) \backslash l$ and this partition is independent on the particular choice of $p \in l$;
(iii) $R[\Gamma(l)]$ is elementary abelian of order at most $2^{8}$;
(iv) $R[A(l)]$ has order $2^{3}$ and $R[A(l)]^{\#}=\left\{z_{s} \mid s \in A(l)\right\}$;
(v) $R[C(l)]$ has order $2^{7}$.

Proof. (i) is easy to deduce from the suborbit diagram of $\Upsilon$ in view of (7.1.4 (i)). (ii) follows from (i) and (7.3.2). Since $\Gamma(l)=\Gamma(p) \cap \Gamma(q)$ (compare (7.1.4 (ii))), the commutator subgroups of $R_{1}(p)$ and $R_{1}(q)$ are generated by $c_{p}$ and $c_{q}$, respectively, and $c_{p} \neq c_{q}$ by (7.4.5), $R[\Gamma(l)]$ is elementary abelian. Since $R_{1}(p)$ contains the extraspecial group $2_{+}^{1+12}$ with index 2 , an abelian subgroup in $R_{1}(p)$ has order at most $2^{8}$ and we obtain (iii). As we have seen in the proof of (7.4.3), $A(l)$ is the set of non-identity elements contained in $Q(s)$ for every $s \in A(l)$, which immediately gives (iv). Since $\bar{R}_{1}(p) \cong R\left(\mathcal{S}^{*}\right),(\mathrm{v})$ follows from (4.4.8 (i)) and (5.6.3).

Lemma 7.4.7 The following assertions hold:
(i) $R[C(l)]$ does not contain $R[A(l)]$;
(ii) $R[\Gamma(l)]$ is of order $2^{8}$;
(iii) $c_{p} \in R[\Gamma(l)]$.

Proof. Let $\Sigma=\{p, l\}, \mathcal{F}=\operatorname{res}_{\mathcal{G}}(\Sigma)$ and $\bar{M}$ be the action induced on $\mathcal{F}$ by $M:=G(p) \cap G(l)$. Then $\mathcal{F} \cong \mathcal{G}\left(S_{4}(2)\right)$ and $M \cong A l t_{6}$ if $G=F i_{24}^{\prime}$ and $\mathcal{F} \cong \mathcal{G}\left(\right.$ Alt $\left._{5}\right)$ and $M \cong \operatorname{Sym}_{5}$ if $G \cong J_{4}$. Clearly $M$ normalizes both $R[C(l)]$ and $R[A(l)]$. By (4.4.8 (i)) and (5.6.3) $\mathcal{Q}_{5}(l):=R[C(l)] / R[l]$ is a 5 -dimensional representation module for $\mathcal{F}$ and as a module for $\bar{M}$ it contains a unique 1-dimensional submodule which we denote by $\mathcal{Q}_{1}(l)$. By (7.4.6 (iv)) $R[A(l)] / R[l]$ is 1-dimensional. Suppose that $R[A(l)] \leq R[C(l)]$. Then $R[A(l)] / R[l]=\mathcal{Q}_{1}(l)$ and

$$
\mathcal{Q}_{4}(l):=\mathcal{Q}_{5}(l) / \mathcal{Q}_{1}(l)=R[C(l)] / R[A(l)]
$$

is the 4 -dimensional irreducible representation module of $\mathcal{F}$ and $\bar{M}$ acts transitively on the set of non-identity elements of $\mathcal{Q}_{4}(l)$. Let $\lambda=\left\{l_{1}=\right.$
$\left.l, l_{2}, l_{3}\right\}$ be the line of the enriched system of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$ which is not a line of $\mathcal{H}$. This means that $\lambda$ is an orbit of $D:=O_{3}(G(p) / Q(p))$. Let

$$
\mathcal{Q}=R\left[C\left(l_{1}\right) \cup C\left(l_{2}\right) \cup C\left(l_{3}\right)\right] / R[A(l)]
$$

Then $\mathcal{Q}$ is generated by the elements of $\mathcal{Q}_{4}(l)$ and their images under $D$. Moreover, if $\pi \in \mathcal{Q}_{4}(l)^{\#}$ then $T:=\left\langle\pi^{d} \mid d \in D\right\rangle$ is 2-dimensional. So the generators of $\mathcal{Q}$ are indexed by the pairs $(a, x)$ for $a \in \mathcal{Q}_{4}(l)^{\#}, x \in T$ and the relations as in (2.4.2) hold. By the letter lemma in view of the irreducibility of $\bar{M}$ on $\mathcal{Q}_{4}(l)$ and of $D$ on $T$ we conclude that $\mathcal{Q}$ is elementary abelian of order $2^{8}$ isomorphic to $\mathcal{Q}_{4}(l) \otimes T$. By (7.4.6 (iv)) $R[A(l)]$ does not contain $c_{p}$ which means that the full preimage of $\mathcal{Q}$ in $R_{1}(p)$ is abelian of order $2^{11}$ which is impossible, since $R_{1}(p) \cong 2_{+}^{1+12} \times 2$. This contradiction proves (i). Now (ii) follows from (i) in view of (7.4.6 (iii) - (v)). Since $R[\Gamma(l)]$ is a maximal abelian subgroup of $R_{1}(p)$, it contains the centre of $R_{1}(p)$, in particular it contains $c_{p}$ and we have (iii).

Lemma 7.4.8 The subgroup

$$
R[l]^{*}=\left\langle z_{s}, c_{s} \mid s \in A(l)\right\rangle
$$

is elementary abelian of order $2^{4}$.
Proof. By (7.4.7) and its proof $\mathcal{Q}_{1}(l)$ is the unique 1-dimensional $M$ submodule in

$$
R[\Gamma(l)] / R[A(l)] \cong R[C(l)] / R[l] \cong \mathcal{Q}_{5}(l)
$$

Since $\left\langle R[A(l)], c_{p}\right\rangle / R[A(l)]$ is such a submodule, in view of the obvious symmetry we conclude that $R[l]^{*}$ is the full preimage of $\mathcal{Q}_{1}(l)$ in $R[\Gamma(l)]$ and the result follows.

Now we are ready to establish the final result of the section.
Proposition 7.4.9 The subgroup $Y(p)=\left\langle z_{p} c_{p}\right\rangle$ is independent on the particular choice of $p$.

Proof. By (7.4.8) $R[l]^{*}$ is elementary abelian of order $2^{4}$. It contains seven elements $z_{s}$ and seven elements $c_{s}$ for $s \in A(l)$ which are all pairwise different by (7.4.5). Thus all the seven products $z_{s} c_{s}$ must be equal to the only remaining non-identity element in $R[l]^{*}$. Now the result follows from the connectivity of $\Gamma$.

## $7.5 \quad R_{1}(p)$ is normal in $R\lfloor p\rfloor$

In this section we assume (7.4.1) and prove the following.
Proposition 7.5.1 $R_{1}(p)$ is a normal subgroup in $R\lfloor p\rfloor=R[N(p)]$.
First of all by (7.3.3) we have the following

Lemma 7.5.2 If $q$ is a point collinear to $p$ then $R_{1}(p) \cap R_{1}(q)$ is a maximal abelian subgroup of index $2^{m-1}$ in $R_{1}(p)\left(\right.$ where $\left.Q(p) \cong 2_{+}^{1+2 m}\right)$.

By (7.4.1) the group $\bar{R}_{1}(p)$ is abelian and hence by (2.2.3) we have the following

Lemma 7.5.3 Let $(p, q, r)$ be a 2-path in $\Gamma$. Then the commutator $\left[z_{p}, z_{r}\right]$ is either $z_{q}$ or the identity.

Let $r \in N(p) \cap \Gamma_{2}(p)$. In order to show that $z_{r}$ normalizes $R_{1}(p)$ it is sufficient to indicate a generating set of elements in $R_{1}(p)$, whose $z_{r}$ conjugates are also in $R_{1}(p)$. Using (7.5.3) we produce a family of such elements and then check that under an appropriate choice of $r$ that this is a generating family. Let

$$
\begin{gathered}
T_{0}(r)=\{p\}, \quad T_{1}(r)=\Gamma(p) \cap \Gamma(r), \quad T_{2}(r)=\bigcup_{q \in T_{1}(r)} \Gamma(p) \cap \Gamma(q), \\
T(r)=T_{0}(r) \cup T_{1}(r) \cup T_{2}(r)
\end{gathered}
$$

Lemma 7.5.4 If $s \in T(r)$ then $\left[z_{r}, z_{s}\right] \in R_{1}(p)$.
Proof. If $s \in T_{0}(r) \cup T_{1}(r)$ then $\left[z_{r}, z_{s}\right]=1$. Suppose that $s \in T_{2}(r)$ and $q$ is a vertex in $T_{1}(r)$ adjacent to $s$. Then by (7.5.3) $\left[z_{r}, z_{s}\right] \in\left\langle z_{q}\right\rangle \leq R_{1}(p)$.

Let $I_{1}(r)$ and $I(r)$ be the subgroups in $R_{1}(p)$ generated by the $z_{s}$ for all $s$ taken from $T_{0}(r) \cup T_{1}(r)$ and from $T(r)$, respectively. Clearly

$$
\left\langle z_{p}\right\rangle \leq I_{1}(r) \leq I(r)
$$

and we can put $\bar{I}_{1}(r)$ and $\bar{I}(r)$ to be the quotients over $\left\langle z_{p}\right\rangle$ of $I_{1}(r)$ and $I(r)$, respectively. These quotients are clearly subspaces in $\bar{R}_{1}(p)$ (when the latter is treated as a $G F(2)$-vector space).

Since the representation $\left(R, \varphi_{u}\right)$ is universal, $\bar{R}_{1}(p)$ is a module for $H=$ $G(p) / Q(p)$, which is isomorphic to $\widetilde{Q}(p) /\langle\widetilde{\varphi}(p)\rangle$ by (7.4.1). Put

$$
H(r)=(G(p) \cap G(r)) Q(p) / Q(p)
$$

Directly by the definition we have the following
Lemma 7.5.5 Both $\bar{I}_{1}(r)$ and $\bar{I}(r)$ are $H(r)$-submodules in $\bar{R}_{1}(p)$.
Let $\left(\bar{R}_{1}(p), \chi\right)$ be the representation of the (extended) point-line incidence system of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$ as defined before (7.4.1). Let $J_{1}(r)$ and $J(r)$ be the sets of lines in $\mathcal{G}$ containing $p$ and a point from $T_{1}(r)$ and $T(r)$, respectively. Since a point in $\mathcal{G}$ can not be collinear to exactly two points on a line, we observe that

$$
\left|J_{1}(r)\right|=\left|T_{1}(r)\right| \text { and }|J(r)|=|T(r)| .
$$

In these terms $\bar{I}_{1}(r)$ and $\bar{I}(r)$ are generated by the images under $\chi$ of the lines from $J_{1}(r)$ and $J(r)$, respectively.

Up to conjugation in $H$ the submodule $\bar{I}(r)$ depends on the number $j$ such that $r \in \Gamma_{2}^{j}(p)$. Since

$$
\left|T_{1}(r)\right|=|\Gamma(p) \cap \Gamma(r)|=c_{2}^{j}
$$

it is natural to expect that larger the $c_{2}^{j}, \bar{I}(r)$ is more likely to be the whole $\bar{R}_{1}(p)$. This informal expectation works, so we proceed according to it and put

$$
c_{2}^{\alpha}=\max _{1 \leq j \leq t} c_{2}^{j},
$$

so that $\alpha=3,1,1,1$ and $c_{2}^{\alpha}=27,9,63,135$ for $G=F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively.

For the remainder of the section we assume that $r \in \Gamma_{2}^{\alpha}(p)$.
Lemma 7.5.6 There is a subgraph $\Delta$ in $\Gamma$, such that
(i) $\Delta$ contains $p, r, \Gamma(p) \cap \Gamma(r)$ and the $Q(p)$-orbit of $r$;
(ii) $\Delta$ is isomorphic to the collinearity graph of the polar space $\mathcal{P}=\mathcal{P}(\Omega)$ of the classical orthogonal group $\Omega$ isomorphic to $\Omega_{8}^{-}(2), \Omega_{6}^{+}(2)$, $\Omega_{9}(2) \cong S_{8}(2)$ and $\Omega_{10}^{+}(2)$ for $G=F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively;
(iii) the lines of $\mathcal{P}$ are those of $\mathcal{G}$ contained in $\Delta$;
(iv) the action induced on $\Delta$ by the stabilizer of $\Delta$ in $G$ contains $\Omega$.

Proof. In the case $G=F i_{24}^{\prime}$ we take $\Delta$ to be the subgraph $\Theta$ as in the proof of (7.3.8).

In the case $G=J_{4}$ we first embed $p$ and $r$ in the sextet subgraph $\Xi$ as in (7.1.5). Then $p$ and $r$ can be treated as sextets refining a unique octad $B$, say (compare Lemma 3.3.5). We take $\Delta$ to be the subgraph in $\Xi$ induced by all the sextets refining $B$. Then the properties of $\Delta$ stated in the lemma follow from the basic properties of the $S(5,8,24)$ Steiner system.

In the cases $G=B M$ or $M$ we take $\Delta$ to be the subgraph $\Sigma$ as in the proof of (7.3.10) or $\Psi$ as in the proof of (7.3.11), respectively.

Remark. We could take $\alpha=1$ in the case $G=F i_{24}^{\prime}$ as well. Then proceeding as in the case $G=J_{4}$ we would produce a subgraph $\Delta$ which is the collinearity graph of $\mathcal{P}\left(\Omega_{6}^{+}(2)\right)$.

It follows from the fundamental property of dual polar spaces that $r$ is collinear to exactly one point on every line containing $p$, which gives the following

Lemma 7.5.7 $J_{1}(r)$ is the set of lines in the polar space $\mathcal{P}$ as in (7.5.6) containing $p$.

Let $\mu$ be the restriction to $\Delta$ of the representation mapping $\varphi_{u}$ and $Y$ be the subgroup in $R$ generated by the image of $\mu$, so that $(Y, \mu)$ is a representation of $\mathcal{P}$.

Lemma 7.5.8 $(Y, \mu)$ is the universal representation of $\mathcal{P}(\Omega)$, so that $Y$ is elementary abelian, isomorphic to the natural orthogonal module of $\Omega$.

Proof. The result is by comparison of the subgroup in $\widetilde{G}$ generated by the elements $\widetilde{\varphi}(x)$ taken for all $x \in \Delta$ and (3.6.2).

Combining (7.5.7) and (7.5.8) we obtain our next result.
Lemma 7.5.9 The following assertions hold:
(i) $\bar{I}_{1}(r)$ coincides with $\bar{Y}_{1}(p)=Y_{1}(p) / Y_{0}(p)$;
(ii) $\bar{I}_{1}(r)$ is isomorphic to the universal representation group (module) of $\operatorname{res}_{\mathcal{P}}(p)$;
(iii) $\bar{I}_{1}(r)$ is the natural (orthogonal) module of $\Pi \cong \Omega_{6}^{-}(2), \Omega_{4}^{+}(2), \Omega_{7}(2)$ and $\Omega_{8}^{+}(2)$ for $G=F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively;
(iv) the action induced by $H(r)$ on $\bar{I}_{1}(r)$ contains $\Pi$.

The square and the commutator maps on $R_{1}(p)$ induce on $\bar{R}_{1}(p)$ a quadratic and a related bilinear forms which are $H$-invariant. These forms will be denoted by the same letters $\theta$ and $\beta$ as the forms introduced before (7.1.4). This should not course any confusion in view of (7.4.1). Notice that if $G=F i_{24}^{\prime}, J_{4}$, or $M$ then $\beta$ is nonsingular (isomorphic to the corresponding form on $\bar{Q}(p))$ and if $G=B M$ then the radical of $\beta$ is one dimensional and coincides with the kernel of the homomorphism

$$
\bar{R}_{1}(p) \cong \bar{\Lambda}^{(23)} \rightarrow \bar{\Lambda}^{(22)} \cong \bar{Q}(p)
$$

Since $Y$ is abelian by (7.5.8) we have the following.
Lemma 7.5.10 The submodule $\bar{I}_{1}(r)$ is totally singular with respect to $\beta$ and contains the radical of $\beta$.

The following result is of a crucial importance.
Lemma 7.5.11 The orthogonal complement of $\bar{I}_{1}(r)$ with respect to $\beta$ is the only maximal $H(r)$-submodule in $\bar{R}_{1}(p)$ containing $\bar{I}_{1}(r)$.

Proof. If $G=F i_{24}^{\prime}$ then the result is immediate, since $\bar{I}_{1}(r)$ is a maximal totally singular subspace on which $H(r)$ acts irreducibly.

In the remaining three cases we make use of the fact that both $c_{2}^{\alpha}$ and $n_{\alpha}$ (which is the number of $Q(p)$-orbits in $\Gamma_{2}^{\alpha}(p)$, equivalently, the index of $H(r)$ in $H$ ) are odd numbers. This means that both $H(r)$ and the stabilizer in $H(r)$ of a line $l$ from $J_{1}(r)$ contain a Sylow 2-subgroup $S_{2}$ of $H$. We claim that $S_{2}$ fixes a unique hyperplane in $\bar{R}_{1}(p)$ which contains the radical of $\beta$ and that this hyperplane is the orthogonal complement of $l$ with respect to
$\beta$. This claim is try by (4.4.9), (5.2.4), and (5.3.4) for $G=J_{4}, B M$ and $M$, respectively (notice that the hyperplanes in $\bar{\Lambda}^{(23)}$ containing the radical are in a natural bijection with the hyperplanes in $\left.\bar{\Lambda}^{(22)}\right)$. Hence an $H(r)$ submodule of $\bar{R}_{1}(p)$ containing $\bar{I}_{1}(r)$ must be contained in the intersection of the $P(l)$ taken for all $l \in J_{1}(r)$ and the result follows.

Now in order to establish the equality $\bar{I}(r)=\bar{R}_{1}(p)$ all we need is to prove the following.

Lemma 7.5.12 There is a line $l_{1} \in J_{1}(r)$ and a line $l_{2} \in J(r)$ such that $\beta\left(l_{1}, l_{2}\right)=1$.

Proof. As above in this chapter let $\Upsilon$ and $\Upsilon^{*}$ denote the collinearity graph of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$ and of the enriched point-line incidence system of $\mathcal{H}$, respectively. Then $J_{1}(r)$ and $J(r)$ are subsets of the vertex set. Furthermore, $J(r)$ is the union of $J_{1}(r)$ and the set of vertices adjacent in $\Upsilon^{*}$ to a vertex from $J_{1}(r)$. Let $l_{1} \in J_{1}(r)$. We have to show that there is a vertex in $J_{1}(r)$ adjacent in $\Upsilon^{*}$ to a vertex which is not perpendicular to $l_{1}$ with respect to $\beta$. By (7.5.6) and its proof we can easily identify $J_{1}(r)$.

If $G=F i_{24}^{\prime}$ then $J_{1}(r)$ induces the Schläfli subgraph (cf. Lemmas 4.14.9 and 4.14.10 in [Iv99]), it contains 10 vertices from $\Upsilon\left(l_{1}\right)$ and 16 vertices from $\Gamma_{2}^{1}\left(l_{1}\right)$. Since the vertices from $\Upsilon_{3}^{1}\left(l_{1}\right)$ are not perpendicular to $l_{1}$ with respect to $\beta$, the result is immediate from the suborbit diagram of $\Upsilon$.

Let $G=J_{4}$. Then by (7.5.9 (iii)) the subgraph $A$ in $\Upsilon^{*}$ induced by $J_{1}(r)$ is a $3 \times 3$ grid. Using the fact that in this case the subgraph $\Delta$ is contained in the sextet subgraph $\Xi$, it is easy to check that one of the parallel classes of triangles in $A$ must be triangles from the enriched but not from the original point-line incidence system. Hence $J_{1}(r)$ is the complete preimage of a triangle with respect to the covering

$$
\Upsilon \cong \Gamma\left(\mathcal{G}\left(3 \cdot M_{22}\right)\right) \rightarrow \Gamma\left(\mathcal{G}\left(M_{22}\right)\right) .
$$

Hence $J_{1}(r)$ contains a vertex from $\Upsilon_{3}^{1}\left(l_{1}\right)$ and since the vertices in $\Gamma_{3}^{2}(x)$ are not perpendicular to $l_{1}$ the result is again immediate from the suborbit diagram of $\Upsilon$.

If $G=B M$ then $J_{1}(r)$ is the point-set of a $\mathcal{G}\left(S_{6}(2)\right)$-subgeometry in $\mathcal{H}$, it contains a vertex from $\Upsilon_{2}^{1}\left(l_{1}\right)$ which is adjacent to a vertex from $\Upsilon_{3}\left(l_{1}\right)$ and the latter is not perpendicular to $l_{1}$.

Finally, if $G=M$, then the result is immediate from the suborbit diagram since the vertices in $\Upsilon_{3}^{1}\left(l_{1}\right)$ are not perpendicular to $l_{1}$.

The results (7.5.10) and (7.5.11) can be summarized in the following.
Proposition 7.5.13 If $r \in \Gamma_{2}^{\alpha}(p)$, then $z_{r}$ normalizes $R_{1}(p)$.
We we are well prepared to prove the final result of the section.
Lemma 7.5.14 Let $R\lfloor p\rfloor^{\prime}$ be the subgroup in $R\lfloor p\rfloor$ generated by $R_{1}(p)$ and the elements $z_{r}$ taken for all $r \in \Gamma_{2}^{\alpha}(p)$. Then
(i) $R\lfloor p\rfloor^{\prime}=R\lfloor p\rfloor$ if $G=F i_{24}^{\prime}, B M$, or $M$;
(ii) $R\lfloor p\rfloor^{\prime}$ has index 2 in $R\lfloor p\rfloor$ if $G=J_{4}$;
(iii) (7.5.1) holds, i.e., $R_{1}(p)$ is normal in $R\lfloor p\rfloor$.

Proof. Let $q \in \Gamma(p)$. Then by (7.5.2) the quotient $X$ of $R_{1}(q)$ over $R_{1}(p) \cap R_{1}(q)$ is elementary abelian of order $2^{m-1}$. Furthermore the orbits of the action of $G(p) \cap G(q)$ on this quotient are described in Table V. By (7.3.5) the elements $z_{r}$ for $r \in \Gamma_{2}^{\alpha}(p) \cap \Gamma(q)$ map onto the orbit $O$ of length $6,15,77$ and 759 for $G=F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively. In the first, third and fourth cases $O$ generates the whole $X$. Indeed, in the latter two cases $X$ is irreducible and in the first case $O$ is outside the unique proper submodule in $X$, so (i) follows.

Suppose that $G=J_{4}$. Then the elements $r \in \Gamma_{2}^{\alpha}(p)$ are contained in $O^{2}(G(p))$ (which has index 2 in $G(p)$ ) and hence the index of $R\lfloor p\rfloor^{\prime}$ in $R\lfloor p\rfloor$ is at least 2 . Let us show that it is exactly 2 . The orbit $O$ generates the unique codimension 1 submodule $X^{\prime}$ in $X$. On the other hand, by (7.3.5 (ii)) and (7.3.9) the orbit $O_{1}$ of length 10 formed by the images of the elements $z_{s}$ for $s \in \Gamma_{2}^{3}(p) \cap \Gamma(p)$ generates the whole $X$. Hence the set $E=\left\{z_{s} \mid s \in \Gamma_{2}^{3}(p)\right\}$ together with $R_{1}(p)$ generates the whole $R\lfloor p\rfloor$. Let us say that two elements $z_{s}$ and $z_{t}$ from $E$ are equivalent if $z_{s}=z_{t} y$ for some $y \in R\lfloor p\rfloor$. Since $\left[X: X^{\prime}\right]=2$ we conclude that two elements $z_{s}$ and $z_{t}$ are equivalent whenever $s$ and $t$ are adjacent to a common vertex in in $\Gamma(p)$. Now it is very easy to see that all the elements in $E$ are equivalent and (ii) is established.

By (i), (ii) and (7.5.13) in order to prove (iii) all we have to show is that in the case $G=J_{4}$ for every $s \in \Gamma_{2}^{3}(p)$ and $q \in \Gamma(p)$ we have $\left[z_{s}, z_{q}\right] \in R_{1}(p)$. But this is quite clear since by the above paragraph $z_{s}=z_{t} y$ for some $t$ adjacent to $q$ and $y \in R\lfloor p\rfloor^{\prime}$.

## 7.6 $R\lfloor p\rfloor$ is isomorphic to $\widetilde{G}(p)$

By (7.5.1) we can consider the factor-group

$$
\bar{R}\lfloor p\rfloor=R\lfloor p\rfloor / R_{1}(p) .
$$

Since the elements $\widetilde{\varphi}(r)$ taken for all $r \in N(p)$ generate the stabilizer $\widetilde{G}(p)$ of $p$ in $\widetilde{G}$, the homomorphism $\psi: R \rightarrow \widetilde{G}$ induces a homomorphism $\bar{\psi}$ of $\bar{R}\lfloor p\rfloor$ onto

$$
\widetilde{H}:=\widetilde{G}(p) / O_{2}(\widetilde{G}(p))
$$

(isomorphic to $3^{2} \cdot U_{4}(3) .2_{2}, 3 \cdot$ Aut $M_{22}, C o_{2}$, and $C o_{1}$ for $G=F i_{24}^{\prime}, J_{4}$, $B M$, and $M$ ).

In order to complete the proof of (7.2.4 (i)) it is sufficient to show that $\bar{\psi}$ is an isomorphism, which of course can be achieved by showing that the order of $\bar{R}\lfloor p\rfloor$ is at most that of $\widetilde{H}$.

Put $\delta=1,1,2$, and 1 for $G=F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively. Let $\bar{Z}$ be the set of images in $\bar{R}\lfloor p\rfloor$ of the elements $z_{r}$ taken for all $r \in \Gamma_{2}^{\delta}(p)$ and $\bar{R}\lfloor p\rfloor^{*}$ be the subgroup in $\bar{R}\lfloor p\rfloor$ generated by $\bar{Z}$.

Lemma 7.6.1 The following assertions hold:
(i) $\bar{R}\lfloor p\rfloor^{*}=\bar{R}\lfloor p\rfloor$ if $G=B M$ or $M$ and $\bar{R}\lfloor p\rfloor^{*}$ has index 2 in $\bar{R}\lfloor p\rfloor$ if $G=F i_{24}^{\prime}$ or $J_{4}$;
(ii) $\bar{\psi}\left(\bar{R}\lfloor p\rfloor^{*}\right)=O^{2}(\widetilde{H})$;
(iii) $O_{2}(G(p))$ is in the kernel of the action of $G(p)$ on $\bar{R}\lfloor p\rfloor^{*}$;
(iv) $\bar{\psi}$ maps $\bar{Z}$ bijectively onto a conjugacy class $\mathcal{X}$ of involutions in $O^{2}(\widetilde{H})$;
(v) $\mathcal{X}$ is the class of $2 A, 2 A, 2 B$ and $2 A$ involutions in $O^{2}(\widetilde{H})$ for $G=$ $F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively.

Proof. (i) and (ii) follow from the proof of (7.5.14) and its proof. Recall that $\bar{R}\lfloor p\rfloor^{*}$ is also generated by the images of the elements $z_{r}$ taken for all $r \in \Gamma_{2}^{1}(p)$. Let $\Delta$ be the subgraph in $\Gamma$ which is as in (7.5.6) for $G=J_{4}$, $B M$ and $M$ and as in the remark after that lemma for $G=F i_{24}^{\prime}$. Then by (3.6.2 (iii)) the images of the elements $z_{r}$ for all $r \in \Delta \cap \Gamma_{2}^{1}(p)$ are the same. Since the stabilizer of $\Delta$ in $G(p)$ contains $Q(p)$, (iii) follows. Since $k_{\delta}=n_{\delta}$ in terms of Section 7.3, the equality $s Q(p)=t Q(p)$ for $s, t \in \Gamma_{2}^{\delta}(p)$ holds if and only if $s$ and $t$ are in the same $Q(p)$-orbit, we obtain (iv). Finally (v) is by (7.3.5).

Let $\mathcal{I}$ be the involution geometry of $O^{2}(\widetilde{H}) / Z\left(O^{2}(\widetilde{H})\right)$, whose points are the $\mathcal{X}$-involutions (where $\mathcal{X}$ is as in $(7.6 .1(\mathrm{v}))$ ) and whose lines are the $\mathcal{X}$-pure Kleinian four-subgroups. Then in notation of the previous chapter $\mathcal{I}$ is $\left.\mathcal{I}\left(U_{4}(3)\right), \mathcal{I}\left(M_{22}\right)\right), \mathcal{I}\left(C o_{2}, 2 B\right)$ and $\mathcal{I}\left(C o_{1}\right)$ for $G \cong F i_{24}^{\prime}, J_{4}, B M$ and $M$, respectively. By $\left(7.6 .1\right.$ (iv)) $(\bar{\psi})^{-1}$ is a bijection of the point-set of $\mathcal{I}$ onto $\bar{Z}$, the latter being a generating set of involutions in $\bar{R}\lfloor p\rfloor^{*}$. On the other hand, by $(6.3 .5),(6.4 .4),(6.5 .7)$ and (6.6.3) $O^{2}(\widetilde{H})$ is the universal representation group of $\mathcal{I}$. Thus in order to achieve the goal of this section it is sufficient to show that $(\bar{\psi})^{-1}$ maps every line of $\mathcal{I}$ onto a Kleinian four-subgroup (i.e., that $\left(\bar{R}\lfloor p\rfloor^{*},(\bar{\psi})^{-1}\right)$ is a representation of $\left.\mathcal{I}\right)$. Towards this end we consider subgroups generated by various subsets of $\bar{Z}$.

Lemma 7.6.2 Let $q$ be a point collinear to $p, l$ be the line of $\mathcal{G}$ containing $\frac{p}{\bar{Z}}$ and $q$ (so that $l$ is a point of $\mathcal{H}=\operatorname{res}_{\mathcal{G}}(p)$ ). Let $\bar{Z}_{q}$ be the set of images in $\bar{Z}$ of the elements $z_{r}$ taken for all $r \in \Gamma_{2}^{\delta}(p) \cap \Gamma(q)$. Then for $G=F i_{24}^{\prime}, J_{4}$, $B M$, and $M$ the set $\bar{Z}_{q}$ is of size $15,15,330$, and 759 , respectively. The subgroup $T_{q}$ in $\bar{R}\lfloor p\rfloor^{*}$, generated by $\bar{Z}_{q}$ is elementary abelian of order $2^{4}$, $2^{4}, 2^{10}$ and $2^{11}$, respectively, and it maps isomorphically onto $O_{2}(H(l))$.

Proof. The result is immediate from (7.4.1) and (7.6.1 (iv)) in view of Table V.

Lemma 7.6.3 Let $G=F i_{24}^{\prime}$ or $J_{4}$ and $\Xi$ be the sextet subgraph in the collinearity graph $\Gamma$ of $\mathcal{G}$ as in (7.1.5), containing $p$. Let $\bar{Z}_{\Xi}$ be the set of images in $\bar{Z}$ of the elements $z_{r}$ taken for all $r \in \Gamma_{2}^{\delta}(p) \cap \Xi$ and let $T_{\Xi}$ be the subgroup in $\bar{R}\lfloor p\rfloor^{*}$ generated by $\bar{Z}_{\Xi}$. Then $\bar{Z}_{\Xi}$ is of size $15, T_{\Xi}$ is elementary abelian of order $2^{4}$ and
(i) if $G=F i_{24}^{\prime}$, then $T_{\Xi}$ maps isomorphically onto $O_{2}(H(w))$, where $w$ is an element of type 3 in $\mathcal{H}$;
(ii) if $G=J_{4}$, then $T_{\Xi}$ maps isomorphically onto $O_{2}(H(\mathcal{S}))$, where $\mathcal{S}$ is a $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$-subgeometry in $\mathcal{H}$.

Proof. By (4.3.1) the elements $z_{r}$ taken for all $r \in \Xi$ generate in $R$ an elementary abelian subgroup of order $2^{11}$ which maps isomorphically onto $O_{2}(X)$, where $X \sim 2^{11} . M_{24}$ is the stabilizer of $\Xi$ in $G$. By (4.3.2) the image $T_{\Xi}$ of this subgroup in $\bar{R}\lfloor p\rfloor^{*}$ is elementary abelian of order $2^{4}$.

Finally we obtain the main result of the section.
Proposition 7.6.4 The following assertions hold:
(i) $\left(\bar{R}\lfloor p\rfloor^{*},(\bar{\psi})^{-1}\right)$ is a representation of the involution geometry $\mathcal{I}$;
(ii) $\bar{R}\lfloor p\rfloor^{*} \cong O^{2}(\widetilde{H})$;
(iii) $R\lfloor p\rfloor \cong \widetilde{G}(p)$.

Proof. The assertion (i) follows from (6.4.1), (6.3.2), (6.5.3 (i)) and (6.6.1) for $G=F i_{24}^{\prime}, J_{4}, B M$ and $M$, respectively. We deduce (ii) from (i), applying, respectively (6.4.4), (6.3.5), (6.5.7) and (6.6.3). Now (iii) follows from (i) and (ii) in view of (7.6.1 (i)).

### 7.7 Generation of $\widetilde{G}(p) \cap \widetilde{G}(q)$

Let $p$ and $q$ be collinear points in $\mathcal{G}$ and let $l$ be the line containing $p$ and $q$. Let $\widetilde{K}^{-}(l), \widetilde{K}^{+}(l)$ and $\widetilde{K}(l)$ be the kernels of the action of $\widetilde{G}(l)$ on the point-set of $l$, on the set of elements of type 3 and more incident to $l$ and on $\operatorname{res}_{\mathcal{G}}(l)$, respectively. Then $\widetilde{K}(l)=O_{2}(G(l)), \widetilde{K}^{+}(l) / \widetilde{K}(l) \cong S y m_{3}$ and $\widetilde{K}^{-}(l)$ coincides with the subgroup

$$
\widetilde{G}(p) \cap \widetilde{G}(q)
$$

we are mainly interested in this section. Recall that $\widetilde{\varphi}$ is the mapping which turns $\widetilde{G}$ into a representation group of $\mathcal{G}$ and that $N(p)$ is the set of points in $\mathcal{G}$ which are at distance at most 2 from $p$ in the collinearity graph $\Gamma$ of $\mathcal{G}$ and which commute with $p$ (as involutions in $G$ ). The goal of this section is to prove the following.

Proposition 7.7.1 The elements $\widetilde{\varphi}(r)$ taken for all $r \in N(p) \cap N(q)$ generate $\widetilde{K}^{-}(l)=\widetilde{G}(p) \cap \widetilde{G}(q)$.

The following statement is easy to deduce from the shape of the parabolic subgroups corresponding to the action of $\widetilde{G}$ on $\mathcal{G}$.

Lemma 7.7.2 For $\widetilde{G}=3 \cdot F i_{24}^{\prime}, J_{4}, 2 \cdot B M$, and $M$, respectively the following assertions hold:
(i) the kernel $\widetilde{K}(l)$ has order $2^{17}, 2^{17}, 2^{33}$, and $2^{35}$;
(ii) the quotient $\widetilde{K}^{-}(l) / \widetilde{K}(l) \cong \widetilde{G}(l) / \widetilde{K}^{+}(l)$ is isomorphic to $3 \cdot A l t_{6}$, Sym $_{5}$, Aut $M_{22}$, and $M_{24}$.

Lemma 7.7.3 The following assertions hold:
(i) the elements $\widetilde{\varphi}(r)$ taken for all $r \in \Gamma(p) \cup \Gamma(q)$ generate $\widetilde{K}^{+}(l)$;
(ii) the elements $\widetilde{\varphi}(r)$ taken for all $r \in(\Gamma(p) \cap N(q)) \cup(\Gamma(q) \cap N(p))$ generate $\widetilde{K}(l)=O_{2}\left(\widetilde{K}^{-}(l)\right)$.

Proof. It is clear (see for instance (7.4.1)) that the elements $\widetilde{\varphi}(r)$ taken for all $r \in \Gamma(p)$ generate $\widetilde{Q}(p)$. Then the result is by (7.3.3) and the order reason.

Let $\mathcal{Y}$ be the residue in $\mathcal{G}$ of the flag $\{p, l\}$ and $Y$ be the flag-transitive automorphism group of $\mathcal{Y}$ induced by $\widetilde{K}^{-}(l)$. Then for $G=F i_{24}^{\prime}, J_{4}, B M$, and $M$, respectively, the geometry $\mathcal{Y}$ is isomorphic to $\mathcal{G}\left(S_{4}(2)\right), \mathcal{G}\left(A l t_{5}\right)$, $\mathcal{G}\left(M_{22}\right)$ and $\mathcal{G}\left(M_{24}\right)$ while $Y \cong A l t_{6}$, Sym $_{5}$, Aut $M_{22}$, and $M_{24}$. The following result follows from the basic properties of $\mathcal{Y}$ and $Y$.

Lemma 7.7.4 In the above terms the group $Y$ is generated by the subgroups $O_{2}(Y(\pi))$ taken for all points $\pi$ in $\mathcal{Y}$.

Notice that $\pi$ in (7.7.4) is a plane in $\mathcal{G}$ incident to $p$ and $l$. For such a plane $\pi$ let $s$ be a point incident to $\pi$ but not to $l$. Then clearly every $r \in \Gamma(s)$ is at distance at most 2 from both $p$ and $q$. We know that the elements $\widetilde{\varphi}(r)$ taken for all $r \in \Gamma(s)$ generate $\widetilde{Q}(s)$. The latter subgroup stabilizes $\pi$ and induces on its point-set an action of order 4 . It is easy to see that the kernel $\widetilde{Q}(s, \pi)$ of this action is generated by the elements $\widetilde{\varphi}(r)$ taken for all $r \in \Gamma(s) \cap N(p) \cap N(q)$.

Lemma 7.7.5 The image of $\widetilde{Q}(s, \pi)$ in $Y=\widetilde{K}^{-}(l) / \widetilde{K}(l)$ coincides with $O_{2}(Y(\pi))$.

Proof. The result is by the order consideration in view of (7.3.3).
Now (7.7.1) is by (7.7.3 (ii)) and (7.7.5) in view of (7.7.4).

### 7.8 Reconstructing the rank 3 amalgam

In this section we use (7.2.4) in order to deduce (7.2.3). We know by (7.2.4 (i)) that the restriction of the homomorphism

$$
\psi: R \rightarrow \widetilde{G}
$$

to $R\lfloor p\rfloor:=R[N(p)]$ (where $N(p)$ is the set of points commuting with $p$ and at distance at most 2 from $p$ in the collinearity graph of $\mathcal{G}$ ) is an isomorphism onto $\widetilde{G}(p)$ which is the stabilizer of $p$ in the (possibly unfaithful) action of
$\widetilde{G}$ on $\mathcal{G}$. Let $\psi_{p}$ denote the restriction of $\psi$ to $R\lfloor p\rfloor$. By (7.2.4 (ii)) if $r$ is a point collinear to $p$ then the restrictions of $\psi_{p}$ and $\psi_{r}$ to $R\lfloor p\rfloor \cap R\lfloor r\rfloor$ induce the same isomorphism (which we denote by $\psi_{p r}$ ) onto $\widetilde{G}(p) \cap \widetilde{G}(r)$.

We formulate explicitly an important property of $\mathcal{G}$.
Lemma 7.8.1 For a point $p$ of $\mathcal{G}$ the set $\Gamma(p)$ of points collinear to $p$ (treated as central involutions in $G$ ) generate an extraspecial 2-group $Q(p)$. A line and plane containing $p$ are elementary abelian subgroups in $Q(p)$ of order $2^{2}$ and $2^{3}$, respectively. If $\pi$ is a plane then its stabiliser $G(\pi)$ in $G$ induces the natural action of $L_{3}(2)$ on the set of 7 points contained in $\pi . \square$

Let $l=\left\{p=p_{1}, p_{2}, p_{3}\right\}$ be a line containing $p$ and $\widetilde{G}(l)$ be the stabilizer of $l$ in $\widetilde{G}$. Then $\widetilde{G}(l)$ induces the group $S y m_{3}$ on the point-set of $l$. If $\widetilde{K}^{-}(l)$ is the kernel of this action then

$$
\widetilde{K}^{-}(l)=\bigcap_{i=1}^{3} \widetilde{G}\left(p_{i}\right)
$$

The images of the $\widetilde{G}(l) \cap \widetilde{G}\left(p_{i}\right)$ in the quotient $\widetilde{G}(l) / \widetilde{K}^{-}(l)$ for $i=1,2$, and 3 are of order 2 and they generate the whole quotient.

This observation suggests the way how a preimage of $\widetilde{G}(l)$ in $R$ can be defined. For $1 \leq i \leq 3$ put

$$
R\left\lfloor p_{i}, l\right\rfloor=\psi_{p_{i}}^{-1}\left(\widetilde{G}\left(p_{i}\right) \cap \widetilde{G}(l)\right)
$$

and

$$
R\lfloor l\rfloor=\left\langle R\left\lfloor p_{i}, l\right\rfloor \mid 1 \leq i \leq 3\right\rangle
$$

Lemma 7.8.2 The following assertions hold:
(i) the restriction of $\psi$ to $R\lfloor l\rfloor$ is an isomorphism onto $\widetilde{G}(l)$ (we denote this isomorphism by $\psi_{l}$ );
(ii) the restriction of $\psi$ to $R\lfloor p\rfloor \cap R\lfloor l\rfloor$ is an isomorphism onto $\widetilde{G}(p) \cap \widetilde{G}(l)$.

Proof. Since $\psi_{p_{i}}$ is an isomorphism of $R\left\lfloor p_{i}\right\rfloor$, it is immediate from the definition that $R\lfloor l\rfloor$ maps surjectively onto $\widetilde{G}(l)$ and in order to establish (i) it is sufficient to show that the order of $R\lfloor l\rfloor$ is at most that of $\widetilde{G}(l)$. Let

$$
R^{-\lfloor l\rfloor}=\psi_{p_{i}}^{-1}\left(\widetilde{K}^{-}(l)\right)
$$

Then by (7.2.4 (i), (ii)) $R^{-}\lfloor l\rfloor$ is independent of the particular choice of $i \in$ $\{1,2,3\}$ and it is of index 2 (particularly it is normal) in $R\left\lfloor p_{i}, l\right\rfloor$ for $1 \leq i \leq$ 3. Hence $R^{-}\lfloor l\rfloor$ is a normal subgroup in $R\lfloor l\rfloor$ which maps isomorphically onto $\widetilde{K}^{-}(p)$. Hence to complete the proof of (i) it is sufficient to show that $\bar{R}\lfloor l\rfloor:=R\lfloor l\rfloor / R^{-}\lfloor l\rfloor$ is isomorphic to $S y m_{3}$. Let $\bar{\tau}_{i}$ be the unique non-trivial element in the image of $R\left\lfloor p_{i}, l\right\rfloor$, where $1 \leq i \leq 3$. In order identify $\bar{R}\lfloor l\rfloor$ with $S y m_{3}$ it is sufficient to find elements $\tau_{i}$ in $R$ such that $\tau_{i} R^{-\lfloor l\rfloor}=\bar{\tau}_{i}$ and

$$
\left\langle\tau_{i} \mid 1 \leq i \leq 3\right\rangle R^{-}\lfloor l\rfloor / R^{-}\lfloor l\rfloor \cong \text { Sym }_{3} .
$$

Towards this end let $\pi$ be a plane containing $l$ and $q$ a point in $\pi$ but not in $l$. Since $Q(p)$ is extraspecial and $\pi$ is an elementary abelian subgroup of order $2^{3}$ in $Q(p)$, it is easy to see that there is an element $t_{1} \in Q(p)$ which commutes with $q$ and conjugates $p_{2}$ onto $p_{3}$. Then $t_{1} \in G(q)$ and induces the transposition $\left(p_{1}\right)\left(p_{2}, p_{3}\right)$ on the point-set of $l$. In a similar way we can find elements $t_{2}$ and $t_{3}$ contained in $G(q) \cap Q\left(p_{2}\right)$ and $G(q) \cap Q\left(p_{3}\right)$, which induce on $l$ the transpositions $\left(p_{2}\right)\left(p_{1}, p_{3}\right)$ and $\left(p_{3}\right)\left(p_{1}, p_{2}\right)$, respectively. Then

$$
\left\langle t_{i} \mid 1 \leq i \leq 3\right\rangle K^{-}(l) / K^{-}(l) \cong \text { Sym }_{3} .
$$

Let $\widetilde{t}_{i}$ be a preimage of $t_{i}$ in $\widetilde{G}(q), 1 \leq i \leq 3$, and $\tau_{i}=\psi_{q}^{-1}\left(\widetilde{t}_{i}\right)$. Since $\psi_{q}$ is an isomorphism of $R\lfloor q\rfloor$ onto $\widetilde{G}(q)$ it is easy to see that the $\tau_{i}$ possess the required property and the proof of (i) is complete. Now (ii) is immediate from (i) and the definition of $R\lfloor l\rfloor$.

Now let $\pi=\left\{p=p_{1}, p_{2}, \ldots, p_{7}\right\}$ be a plane containing $l$ (and hence $p$ as well). Then the stabiliser $\widetilde{G}(\pi)$ of $\pi$ in $\widetilde{G}$ induces on the point-set of $\pi$ the natural action of $L_{3}(2)$ (compare (7.8.1)) with kernel

$$
\widetilde{K}^{-}(\pi)=\bigcap_{i=1}^{7} \widetilde{G}\left(p_{i}\right)
$$

and the image of $\widetilde{G}(\pi) \cap \widetilde{G}\left(p_{i}\right)$ in $\widetilde{G}(\pi) / \widetilde{K}^{-}(\pi)$ is a maximal parabolic in $L_{3}(2)$ isomorphic to $S_{y m}$. Put

$$
R\left\lfloor p_{i}, \pi\right\rfloor=\psi_{p_{i}}^{-1}\left(\widetilde{G}\left(p_{i}\right) \cap \widetilde{G}(\pi)\right)
$$

and

$$
R\lfloor\pi\rfloor=\left\langle R\left\lfloor p_{i}, \pi\right\rfloor \mid 1 \leq i \leq 7\right\rangle
$$

Lemma 7.8.3 The following assertions hold:
(i) the restriction of $\psi$ to $R\lfloor\pi\rfloor$ is an isomorphism onto $\widetilde{G}(\pi)$ (we denote this isomorphism by $\psi_{\pi}$ );
(ii) the restrictions of $\psi \underset{\sim}{\tau}$ to $R\lfloor p\rfloor \cap \underset{\sim}{R}\lfloor\pi\rfloor$ and to $R\lfloor l\rfloor \cap R\lfloor\pi\rfloor$ are isomorphisms onto $\widetilde{G}(p) \cap \widetilde{G}(\pi)$ and $\widetilde{G}(l) \cap \widetilde{G}(\pi)$, respectively.
Proof. Again by the definition $R\lfloor\pi\rfloor$ maps surjectively onto $\widetilde{G}(\pi)$. Let

$$
R^{-\lfloor\pi\rfloor}=\psi_{p_{i}}^{-1}\left(\widetilde{K}^{-}(\pi)\right)
$$

By (7.2.4 (i), (ii)) since the points in $\pi$ are pairwise collinear, $R^{-}\lfloor\pi\rfloor$ is independent of the particular choice of $i \in\{1, \ldots, 7\}$ and it is normal in each $R\left\lfloor p_{i}, \pi\right\rfloor$ and hence it is normal in $R\lfloor\pi\rfloor$. Put $\bar{R}\lfloor\pi\rfloor=R\lfloor\pi\rfloor / R^{-}\lfloor\pi\rfloor$. In order to prove (i) we have to show that $\bar{R}\lfloor\pi\rfloor \cong L_{3}(2)$. We use the fact that $L_{3}(2)$ is generated by the conjugacy class of its transvections.

Let $\widetilde{\tau}(q, m)$ be an element from $\widetilde{G}(\pi)$ which induces on $\operatorname{res}_{\mathcal{G}}^{-}(\pi) \cong$ $p g(2,2)$ the transvection whose centre is $q$ (which is point) and whose axis is $m$ (which is a line containing $q$ ). Let

$$
t(q, m)=\psi_{q}^{-1}(\widetilde{\tau}(q, m))
$$

and $\bar{t}(q, m)$ be the image of $t(q, m)$ in $\bar{R}\lfloor\pi\rfloor$. By (7.2.4) if $r_{1}$ and $r_{2}$ are any two points fixed by $\widetilde{\tau}(q, m)$ (i.e., $r_{1}, r_{2} \in m$ ) then

$$
\psi_{r_{1}}^{-1}(\widetilde{\tau}(q, m))=\psi_{r_{2}}^{-1}(\widetilde{\tau}(q, m)),
$$

which shows that $t(q, m)$ is contained in $R\lfloor r, \pi\rfloor$ for every $r \in m$. Hence $R\lfloor r, \pi\rfloor$ contains 9 elements $t(q, m)$ and the images of these elements in the quotient $\bar{R}\lfloor\pi\rfloor$ generate the whole image of $R\lfloor r, \pi\rfloor$ in the quotient (isomorphic to $S y m_{4}$ ). Hence $\bar{R}\lfloor\pi\rfloor$ is generated by the above defined 21 elements $\bar{t}(q, m)$. We claim that these elements form a conjugacy class in $\bar{R}\lfloor\pi\rfloor$. Towards this end we need to show that for any two flags $\left(q_{1}, m_{1}\right)$ and $\left(q_{2}, m_{2}\right)$ there is a flag $\left(q_{3}, m_{3}\right)$ such that

$$
\bar{t}\left(q_{1}, m_{1}\right) \bar{t}\left(q_{2}, m_{2}\right) \bar{t}\left(q_{1}, m_{1}\right)=\bar{t}\left(q_{3}, m_{3}\right) .
$$

The lines $m_{1}$ and $m_{2}$ always have a common point $r$, say. Then $\widetilde{\tau}\left(q_{1}, m_{1}\right)$ and $\widetilde{\tau}\left(q_{2}, m_{2}\right)$ are contained in $\widetilde{G}(r)$ and the conjugate $\widetilde{\sigma}$ of $\widetilde{\tau}\left(q_{2}, m_{2}\right)$ by $\widetilde{\tau}\left(q_{1}, m_{1}\right)$ induces a transvection on $\pi$ (the same as $\widetilde{\tau}\left(q_{3}, m_{3}\right)$ for some flag $\left.\left(q_{3}, m_{3}\right)\right)$. Then the image of $\psi_{r}^{-1}(\widetilde{\sigma})$ in $\bar{R}\lfloor\pi\rfloor$ coincides with $\bar{t}\left(q_{3}, m_{3}\right)$ and the claim follows. Since $\widetilde{G}(\pi) / \widetilde{K}^{-}(\pi) \cong L_{3}(2)$ is a homomorphic image of $\bar{R}\lfloor\pi\rfloor$, by (6.1.2) we have either $\bar{R}\lfloor\pi\rfloor \cong L_{3}(2)$ or $\bar{R}\lfloor\pi\rfloor \cong L_{3}(2) \times 2$. We can see inside the image of $R\lfloor p, \pi\rfloor$ in $\bar{R}\lfloor\pi\rfloor$ that if $l_{1}, l_{2}, l_{3}$ are the lines in $\pi$ containing $p$, then

$$
\bar{t}\left(p, l_{1}\right) \bar{t}\left(p, l_{2}\right) \bar{t}\left(p, l_{3}\right)=1,
$$

which excludes the latter possibility and completes the proof of (i). Now (ii) is immediate from (i) and the fact that the relevant restrictions are surjective by the definition of $R\lfloor\pi\rfloor$.

Now in order to complete the proof of (7.2.3) it is sufficient to show that $\mathcal{D}$ generates the whole $R$. Let $\Phi=\{p, l, \pi\}$ be the flag associated with $\mathcal{D}$ and write $\mathcal{D}(\Phi)$ for $\mathcal{D}$ to emphasize the flag. Clearly it is sufficient to show that the subgroup in $R$ generated by $\mathcal{D}(\Phi)$ contains the amalgam $\mathcal{D}\left(\Phi^{\prime}\right)$ for every flag $\Phi^{\prime}$ of type $\{1,2,3\}$ in $\mathcal{G}$. Furthermore, since $\mathcal{G}$, being a geometry, satisfies the connectivity conditions, it is sufficient to consider the case when $\left|\Phi \cap \Phi^{\prime}\right|=2$.

In order to argue in a uniform way put $\Phi=\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}\right\}$. Once again by the connectivity of $\mathcal{G}$ and the flag-transitivity of $\widetilde{G}$ we have

$$
\widetilde{G}\left(\alpha_{1}\right)=\left\langle\widetilde{G}\left(\alpha_{1}\right) \cap \widetilde{G}\left(\alpha_{2}\right), \widetilde{G}\left(\alpha_{1}\right) \cap \widetilde{G}\left(\alpha_{3}\right)\right\rangle .
$$

Since $\psi$ is an isomorphism when restricted to $\mathcal{D}(\Phi)$, we have

$$
R\left\lfloor\alpha_{1}\right\rfloor=\left\langle R\left\lfloor\alpha_{1}\right\rfloor \cap R\left\lfloor\alpha_{2}\right\rfloor, R\left\lfloor\alpha_{1}\right\rfloor \cap R\left\lfloor\alpha_{3}\right\rfloor\right\rangle
$$

Hence the subgroup in $R$ generated by $\mathcal{D}\left(\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}\right\}\right)$ contains the amalgam $\mathcal{D}\left(\left\{\alpha_{1}^{\prime}, \alpha_{2}, \alpha_{3}\right\}\right)$ for every $\alpha_{1}^{\prime}$ of appropriate type incident to $\alpha_{2}$ and $\alpha_{3}$.

Thus (7.2.3) is proved and in view of (7.2.2) it implies (7.1.3).

## $7.9 \quad \mathcal{G}\left(3^{4371} \cdot B M\right)$

In this section we prove
Proposition 7.9.1 The universal representation module of $\mathcal{G}\left(3^{4371} \cdot B M\right)$ is zero-dimensional.

Let $\widetilde{\mathcal{G}}=\mathcal{G}\left(3^{4371} \cdot B M\right), \mathcal{G}=\mathcal{G}(B M)$ and $\chi: \widetilde{\mathcal{G}} \rightarrow \mathcal{G}$ be the corresponding 2-covering. Let $\left(R, \varphi_{u}\right)$ be the universal representation of $\mathcal{G}$, where $R \cong$ $2 \cdot B M$ (cf. (7.1.3)). If $\nu$ is the composition of $\chi$ and $\varphi_{u}$, then clearly $(R, \nu)$ is a representation of $\widetilde{\mathcal{G}}$. Let $\widetilde{x}$ be a point of $\widetilde{\mathcal{G}}$ and $x=\chi(\widetilde{x})$. Put $\widetilde{\mathcal{H}}=\operatorname{res}_{\widetilde{\mathcal{G}}}(\widetilde{x}) \cong \mathcal{G}\left(3^{23} \cdot C o_{2}\right), \mathcal{H}=\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(C o_{2}\right)$ and let $\mu$ denote the 2-covering of $\widetilde{\mathcal{H}}$ onto $\mathcal{H}$ induced by $\chi$. Let $\Gamma$ be the collinearity graph of $\mathcal{G}$.

Lemma 7.9.2 For the representation $(R, \nu)$ the following assertions hold:
(i) $R_{1}(\widetilde{x})$ is of order $2^{24}$ and the commutator subgroup of $R_{1}(\widetilde{x})$ is $\langle\nu(\widetilde{x})\rangle$;
(ii) $\bar{R}_{1}(\widetilde{x}) \cong \bar{\Lambda}^{(23)}$ is the universal representation group of $\mathcal{H}$ and the universal representation module of $\widetilde{\mathcal{H}}$;
(iii) $R_{1}(\widetilde{x})$ is the universal representation group of the point-line incidence system $\mathcal{S}=(\Pi, L)$ where $\Pi=\{x\} \cup \Gamma(x)$ and $L$ is the set of lines of $\mathcal{G}$ contained in $\Pi$.

Proof. Since $\nu$ is the composition of $\chi$ and $\varphi_{u}$, (i) follows from (7.1.3), (7.1.2) and the definition of $\mathcal{G}$ in terms of central involutions in $B M$. (ii) follows from (5.2.3) and (5.5.1). Since by (5.2.3), $\bar{\Lambda}^{(23)}$ is the universal representation of $\mathcal{H}$, (iii) follows from (7.4.1).

Let $\widetilde{\Gamma}$ be the collinearity graph of $\widetilde{\mathcal{G}}$ and $\widetilde{\mathcal{S}}=(\widetilde{\Pi}, \widetilde{L})$ be the point-line incidence system where $\widetilde{\Pi}=\{\widetilde{x}\} \cup \widetilde{\Gamma}(\widetilde{x})$ and $\widetilde{L}$ is the set of lines of $\widetilde{\mathcal{G}}$ contained in $\widetilde{\Pi}$. Notice that the 2 -covering $\chi$ induces a morphism of $\widetilde{\mathcal{S}}$ onto the point-line system $\mathcal{S}$ as in (7.9.2 (iii)). Let $(V, \psi)$ be the universal abelian representation of $\widetilde{\mathcal{G}}$. Then by (2.6.2) and (5.5.1) the section $\bar{V}_{1}(\widetilde{x})$ (defined with respect to $\widetilde{\Gamma}$ of course) is a quotient of $\bar{\Lambda}^{(23)}$, in particular, the representation of $\widetilde{\mathcal{H}}$ induced by $\psi$ factored through the 2-covering $\mu$ : $\widetilde{\mathcal{H}} \rightarrow \mathcal{H}$.

By the above paragraph we observe that for $\widetilde{y}, \widetilde{z} \in \widetilde{\Pi}$ we have $\psi(\widetilde{y})=$ $\psi(\widetilde{z})$ whenever $\chi(\widetilde{y})=\chi(\widetilde{z})$. Thus the restriction of $\psi$ to $\widetilde{\Pi}$ is a composition of the morphism of $\widetilde{\mathcal{S}}$ onto $\mathcal{S}$ induced by $\chi$ and an abelian representation of the point-line incidence system $\mathcal{S}$. Hence by (7.9.2 (iii)) $\psi(\widetilde{\Pi})$ is an abelian quotient of the group $R_{1}(\widetilde{x})$. By (7.9.2 (i)) the commutator subgroup of $R_{1}(\widetilde{x})$ is generated by the image of $\widetilde{x}$ under the corresponding representations. From this we conclude that $\psi(\widetilde{x})=0$ and since this holds for every point $\widetilde{x}$ the proof of (7.9.1) is complete.

## Part II

## Amalgams

## Chapter 8

## Method of group amalgams

In this chapter we collect and develop some machinery for classification the amalgams of maximal parabolics coming from flag-transitive actions on Petersen and tilde geometries.

### 8.1 General strategy

Let $\mathcal{G}$ be a $P$ - or $T$-geometry of rank $n \geq 3$, let $\Phi=\left\{x_{1}, \ldots, x_{n}\right\}$ be a maximal flag in $\mathcal{G}$ (where $x_{i}$ is of type $i$ ). Let $G$ be a flag-transitive automorphism group of $\mathcal{G}$ and

$$
\mathcal{A}=\left\{G_{i} \mid 1 \leq i \leq n\right\}
$$

be the amalgam of maximal parabolics associated with this action and related to the flag $\Phi$ (i.e., $G_{i}=G\left(x_{i}\right)$ is the stabilizer of $x_{i}$ in $G$ ). Then $\mathcal{G}$ can be identified with the coset geometry $\mathcal{C}(G, \mathcal{A})$ and it is a quotient of the coset geometry $\mathcal{C}(U(\mathcal{A}), \mathcal{A})$ associated with the universal completion $U(\mathcal{A})$ of $\mathcal{A}$. Our goal is to identify $\mathcal{A}$ up to isomorphism or more specifically to show that it is isomorphic to the amalgam associated with a known flag-transitive action.

Proceeding by induction on $n$ we assume that
(a) the residue $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is a known flag-transitive $P$ - or $T$-geometry;
(b) the action $\bar{G}_{1}=G_{1} / K_{1}$ is a known flag-transitive automorphism group of $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$;
(c) if $L_{1}$ is the elemenwise stabilizer of the set of points collinear to $p$, then $K_{1} / L_{1}$ is a known $G_{1} / K_{1}$-admissible representation module of $\mathcal{H}$ (which is quotient of $V\left(\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)\right)$ over a $G_{1} / K_{1}$-invariant subgroup.)

We achieve the identification of $\mathcal{A}$ in a number of stages described below.

Stage 1. Bounding the order of $G_{n}$.
At this stage (Chapter 9) we consider the action of $G$ on the derived graph $\Delta=\Delta(\mathcal{G})$ of $\mathcal{G}$. Recall that the vertices of $\Delta$ are the elements of type $n$ in $\mathcal{G}$ and two of them are adjacent whenever they are incident to a common element of type $n-1$. Then $G_{n}$ is the stabilizer of the vertex $x_{n}$ in this action. We assume that the residue $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is such that a so-called condition (*) (cf. Section 9.3) holds. Under this condition we are able to bound the number of chief factors in $G_{n}$ and their orders.

Stage 2. The shape of $\left\{G_{1}, G_{n}\right\}$.
At this stage we match the structure of $G_{n}$ against the possible structure of $G_{1}$ about which we know quite a lot by the assumptions (a) - (c). An inspection of the list of the known $P$ - and $T$-geometries (which are candidates for the residue of a point in $\mathcal{G}$ ) and their flag-transitive automorphism groups shows that either the condition (*) holds (and hence $G_{n}$ is bounded on stage 1) or the universal representation module is trivial. In the latter case we either exclude the possibility for the residue altogether by Proposition 5 or bound the number of chief factors in $G_{1}$ and $G_{n}$. As a result of this stage (to be accomplished in Chapter 10) we obtain a limited number of possibilities for the chief factors of $G_{1}$ and $G_{n}$ which satisfy certain consistency conditions. These possibilities (which we call shapes) are given in Table VIII a and Table VIII b. These shapes are named by the corresponding known examples if any.

Stage 3. Reconstructing a rank 2 subamalgam.
At this stage we start with a given shape from Table VIII and identify up to isomorphism the amalgam $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ or $\mathcal{X}=\left\{G_{n}, G_{n-1}\right\}$. In the former case we call out strategy direct and in the latter we call it dual. Let us first discuss the direct strategy. From stage 2 we know the chief factors of $G_{1}$. These factors normally leave us with a handful of possibilities for the isomorphism types of $G_{1}$ which depend on whether or not certain extensions split. We need to identify $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ up to isomorphism. First we determine the type of $\mathcal{B}$. By this we understand the identification of $G_{1}$ and $G_{2}$ up to isomorphism and specification of $G_{12}=G_{1} \cap G_{2}$ in $G_{1}$ and $G_{2}$ up to conjugation in the automorphism group of $G_{1}$ and $G_{2}$, respectively. Since the action $\bar{G}_{1}$ of $G_{1}$ on $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is known by the assumption (a), the subgroup $G_{12}$ of $G_{1}$ is determined uniquely up to conjugation. Now for $G_{2}$ we should consider all the groups containing $G_{12}$ as a subgroup of index 3. Towards this end we consider the kernel $K_{2}^{-}$of the action of $G_{2}$ on the point-set of $x_{2}$ (which is clearly the largest normal subgroup of $G_{2}$ contained in $G_{12}$ ). It can be shown that $G_{2} / K_{2}^{-}$is always isomorphic to $S y m_{3}$ and hence we should take for $K_{2}^{-}$a subgroup of index 2 in $G_{12}$ (there is always a very limited number of such choices). Next we calculate the automorphism group of $K_{2}^{-}$. Often the existence of the required automorphisms (of order 3) of $K_{2}^{-}$imposes some further restrictions on the structure of $G_{1}$ which specify $G_{1}$ up to isomorphism. After the type of $\mathcal{B}$ is determined we apply Goldschmidt's lemma (8.3.2) to classify such amalgams up to isomorphism.

Within the dual strategy $K_{n-1}^{+}=G_{n, n-1}$ is a uniquely determined (up to conjugation) subgroup of $G_{n}$ and $G_{n-1}$ contains $K_{n-1}^{+}$with index 2.
Stage 4. Reconstructing the whole amalgam $\mathcal{A}$.
Here we start with the rank 2 subamalgam $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ or $\mathcal{X}=$ $\left\{G_{n}, G_{n-1}\right\}$ reconstructed on stage 3 and identify up to isomorphism the whole amalgam $\mathcal{A}$. If we follow the direct strategy then as soon as we know that $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ is isomorphic to the similar amalgam coming from a known example, we are done by (8.6.1). In the case of dual (or a mixed) strategy we apply ad hoc arguments based on (8.4.2), (8.4.3), (8.5.1) and similar to that used in the proof of (8.6.1).

### 8.2 Some cohomologies

In this section we summarize the information on first and second cohomology groups to be used in the subsequent sections. If $G$ is a group and $V$ is a $G F(2)$-module for $G$, then $H^{1}(G, V)$ and $H^{2}(G, V)$ denote the first and the second cohomology groups of $V$ (cf. Section 15.7 in [H59]). It is known that each of these groups carries a structure of a $G F(2)$-vector space, in particular it is an elementary abelian 2-group. The importance of these groups is due to the following two well known results (cf. (17.7) in [A86] and Theorem 15.8.1 in [H59], respectively). Another application of the first cohomology is (2.8.2).

Proposition 8.2.1 If $S=V: G$ is the semidirect product of $V$ and $G$ with respect to the natural action, then the number of conjugacy classes of complements to $V$ in $S$ is equal to the order of $H^{1}(G, V)$. In particular all the complements are conjugate if and only if $H^{1}(G, V)$ is trivial.

Proposition 8.2.2 The number of isomorphism types of groups $S$ which contain a normal subgroup $N$, such that $S / N \cong G$ and $N$ is isomorphic to $V$ as a $G$-module, is equal to the order of $H^{2}(G, V)$. In particular every extension of $V$ by $G$ splits (isomorphic to the semidirect product of $V$ and $G)$ if and only if $H^{2}(G, V)$ is trivial.

Let us explain the notation used in Table VI. By $V_{n}$ we denote the natural module of $S L_{4}(2) \cong A l t_{5}$ or $\Sigma L_{4}(2) \cong S y m_{5}$, considered as $G F(2)$ module (notice that the action on the non-zero vectors is transitive). By $V_{o}$ we denote the orthogonal module of $\Omega_{4}^{-}(2) \cong A l t_{5}$ or $O_{4}^{-}(2) \cong S y m_{5}$. The orthogonal module is also the heart of the $G F(2)$-permutational module on 5 points. By $V_{s}$ we denote the natural 4-dimensional symplectic module for $S y m_{6} \cong S_{4}(2)$ (or for $\left.A l t_{6}=S_{4}(2)^{\prime}\right)$ and of dimension 6 for $S_{6}(2)$. As usual $\mathcal{C}_{11}$ and $\overline{\mathcal{C}}_{11}$ denote the irreducible Golay code and Todd modules for $M_{24}$ while $\mathcal{C}_{10}$ and $\overline{\mathcal{C}}_{10}$ denote the irreducible 10-dimensional Golay code and Todd modules for Aut $M_{22}$ or $M_{22}$.

The dimensions of the first and second cohomology groups in Table VI were calculated by D.F. Holt (whose cooperation is greatly appreciated) using his share package "cohomolo" for GAP [GAP]. Most (if not all) of
the dimensions were known in the literature. The first cohomologies of the modules $V_{n}, V_{o}$ and $V_{s}$ are given in [JP76] and in [Pol71]. The dimensions of $H^{1}\left(M_{24}, \mathcal{C}_{11}\right)$ and $H^{1}\left(M_{24}, \overline{\mathcal{C}}_{11}\right)$ have been calculated in Section 9 of [Gri74]. The first cohomology of $\overline{\mathcal{C}}_{10}$ is given in (22.7) in [A97]. The second cohomology of $V_{n}$ and the non-triviality of $H^{2}\left(V_{s}, S y m_{6}\right)$ are Theorems 2 and 3 in [Gri73] (the latter theorem is attributed to J. McLaughlin). The triviality of $H^{2}\left(M_{24}, \mathcal{C}_{11}\right)$ is stated in [Th79] (with a reference to Ph D Thesis of D. Jackson.) Since a maximal 2-local subgroup in the Fischer sporadic simple group $F i_{24}^{\prime}$ is a non-split extension of $\overline{\mathcal{C}}_{11}$ by $M_{24}$, we know that $H^{2}\left(M_{24}, \overline{\mathcal{C}}_{11}\right)$ must be non-trivial by (8.2.2).

Table VI. Cohomologies of some modules

| $G$ | $V$ | $\operatorname{dim} V$ | $\operatorname{dim} H^{1}(G, V)$ | $\operatorname{dim} H^{2}(G, V)$ |
| :---: | :---: | :---: | :---: | :---: |
| Alt $_{5}$ | $V_{n}$ | 4 | 2 | 0 |
| Sym $_{5}$ | $V_{n}$ | 4 | 1 | 0 |
| Alt $_{5}$ | $V_{o}$ | 4 | 0 | 0 |
| Sym $_{5}$ | $V_{o}$ | 4 | 0 | 0 |
| Alt $_{6}$ | $V_{s}$ | 4 | 1 | 0 |
| Sym $_{6}$ | $V_{s}$ | 4 | 1 | 1 |
| $S_{6}(2)$ | $V_{s}$ | 6 | 1 | 1 |
| $M_{22}$ | $\mathcal{C}_{10}$ | 10 | 1 | 0 |
| Aut $_{22}$ | $\mathcal{C}_{10}$ | 10 | 1 | 1 |
| $M_{22}$ | $\overline{\mathcal{C}}_{10}$ | 10 | 0 | 0 |
| Aut $M_{22}$ | $\overline{\mathcal{C}}_{10}$ | 10 | 0 | 0 |
| $M_{24}$ | $\mathcal{C}_{11}$ | 11 | 0 | 0 |
| $M_{24}$ | $\overline{\mathcal{C}}_{11}$ | 11 | 1 | 1 |

The situation described in the first and second rows of Table VI deserves further attention

Lemma 8.2.3 Let $A \cong A l t_{5} \cong S L_{2}(4)$ and $V=V_{n}$ be the natural module of $A$ treated as a 4-dimensional $G F(2)$-module. Let $P=V: A$ be the semidirect product with respect to the natural action. Let $S$ be a subgroup of Aut $P$ containing Inn $P$ (where the latter is identified with $P$ ). Then $P$ is isomorphic to a maximal parabolic in $P S L_{3}(4)$ and
(i) $P$ contains exactly four classes of complements to $V$ and Out $P \cong$ Sym $_{4}$ acts faithfully on these classes;
(ii) if $S / P$ is generated by a transposition then $S$ is the semidirect product of $V$ and $S_{y} m_{5} ; S$ contains two classes of complements and it is isomorphic to a maximal parabolic in $P \Sigma L_{3}(4)$;
(iii) if $S / P$ is generated by a fixed-point free involution then $S$ is the semidirect product with $A$ of an indecomposable extension $V^{(1)}$ of $V$ by a 1-dimensional module; $S$ contains two classes of complements to $V^{(1)}$;
(iv) if $S / P \cong 3$ then $S$ is isomorphic to a maximal parabolic in $P G L_{3}(4)$;
(v) if $S / P$ is the Kleinian four group then $S$ is the semidirect product with $A$ of an indecomposable extension $V^{(2)}$ of $V$ by a 2-dimensional trivial module; $S$ contains a single class of complements and the dual of $V^{(2)}$ is the universal representation module of $\mathcal{G}\left(A l t_{5}\right)$;
(vi) if $S / P \cong 2^{2}$ and contains a transposition then $S$ is the semidirect product of $V^{(1)}$ and $S_{5} m_{5}$ containing two classes of complements;
(vii) if $S / P \cong 4$ then $S$ is a non-split extension of $V^{(1)}$ by Sym $m_{5}$;
(viii) if $S / P \cong S_{3}$ then $S$ is isomorphic to a maximal parabolic in $P \Gamma L_{3}(4)$;
(ix) if $S / P \cong D_{8}$ then $S$ is the semidirect product of $V^{(2)}$ and $S_{5} m_{5}$;
(x) if $S / P \cong A l t_{4}$ or $S y m_{4}$ then $S$ is the semidirect product of $V^{(2)}$ (isomorphic to the hexacode module) and Alt $_{5} \times 3$ or $\left(A l t_{5} \times 3\right) .2$ (considered as a subgroup of $3 \cdot S^{\prime} \mathrm{Sm}_{6}$ ).

Let $T \cong 3 \cdot S^{\prime} y_{6}$ and $V_{h}$ be the hexacode module of $T$. Since $Y=O_{3}(T)$ is of order 3 acting fixed-point freely on $V_{h}$, we immediately obtain the following.
Lemma 8.2.4 $H^{k}\left(3 \cdot S_{y}, V_{h}\right)$ is trivial for $k=1$ and 2.
The following result is deduced from Table I in [Bel78] (see also [Dem73]).

Proposition 8.2.5 Let $d=\operatorname{dim} H^{k}\left(L_{n}(2), \bigwedge^{i} V\right)$, where $k=1$ or $2,1 \leq$ $i \leq n-1$ and $V$ is the natural module of $L_{n}(2)$. Then one of the following holds:
(i) $d=0$;
(ii) $d=1$ and the triple $(n, i, k)$ is one of the following: $(3,1,1),(3,2,1)$, $(3,1,2),(3,2,2),(4,2,1),(4,1,2),(4,3,2),(5,1,2),(5,4,2)$.
The standard reference for the next result id [JP76].
Lemma 8.2.6 Let $V_{s}$ be the natural $2 n$-dimensional symplectic module of $S_{2 n}(2)$. Then $\operatorname{dim} H^{1}\left(S_{2 n}(2), V_{s}\right)=1$.

Notice the the unique indecomposable extension of the trivial 1dimensional module by $V_{s}$ is the natural orthogonal module of $S_{2 n}(2) \cong$ $\Omega_{2 n+1}(2)$.

Lemma 8.2.7 The following assertions hold:
(i) $H^{1}\left(C o_{1}, \bar{\Lambda}^{(24)}\right)$ is trivial;
(ii) $H^{1}\left(\mathrm{Co}_{2}, \bar{\Lambda}^{(22)}\right)$ is 1-dimensional.

Proof. (i) Let $G=C o_{1}$ and $V=\bar{\Lambda}^{(24)}$. Since $V$ is self-dual, by (2.8.2) we have $\operatorname{dim} H^{1}(G, V)=\operatorname{dim} C_{V^{d}}(G)$, where $V^{d}$ is the largest indecomposable extension of a trivial module by $V$. Let $\widetilde{V}$ be an indecomposable extension of the 1-dimensional (trivial) module by $V$. Let $\varphi$ be the mapping which turns $V$ into a representation module of $\mathcal{G}\left(C o_{1}\right), \Phi$ be the image of $\varphi$ and $\widetilde{\Phi}$ be the preimage of $\Phi$ in $\widetilde{V}$. Since the stabilizer in $G$ of a point from $\mathcal{G}\left(C o_{1}\right)$ (isomorphic to $\left.2^{11}: M_{24}\right)$ does not contain subgroups of index $2, G$ has two orbits in $\widetilde{\Phi}$. Then the hypothesis of $(2.8 .1)$ hold and $\widetilde{V}$ must be a representation module of $\mathcal{G}\left(C o_{1}\right)$, but since $V$ is already universal by (5.3.2), (i) follows.
(ii) Since $\bar{\Lambda}^{(23)}$ is an indecomposable extension of the trivial module by $\bar{\Lambda}^{(22)}$, and $\bar{\Lambda}^{(22)}$ is self-dual $H^{1}\left(\mathrm{Co}_{2}, \bar{\Lambda}^{(22)}\right)$ is non-trivial. Put $V=\bar{\Lambda}^{(23)}$, $G=C o_{2}$ and let $\varphi$ be the mapping which turns $V$ into the universal representation module of $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ (compare 5.2.3 (v)) and let $\Phi$ be the image of $\varphi$. Let $\widetilde{V}$ be an indecomposable extension of the 1-dimensional module by $V$ and $\widetilde{\Phi}$ be the preimage of $\Phi$ in $\widetilde{V}$. In this case the point stabilizer contains a subgroup of index 2 , so in principal $G$ could act transitively on $\widetilde{\Phi}$. Suppose this is the case. Then for $\widetilde{v} \in \widetilde{\Phi}$ we have $G(\widetilde{v}) \cong 2^{10}: M_{22}$. Let $\Xi$ be the point-set of a $\mathcal{G}\left(S_{6}(2)\right)$-subgeometry $\mathcal{S}$ in $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ so that $|\Xi|=63$ and the setwise stabilizer $S$ of $\Xi$ in $G$ is of the form $2_{+}^{1+8} \cdot S_{6}(2)$ (compare (5.2.1)). We identify $\Xi$ with its image under $\varphi$ and let $\widetilde{\Xi}$ be the preimage of $\Xi$ in $\widetilde{V}$. Let $\widetilde{v} \in \widetilde{\Xi}$, then on one hand

$$
S(\widetilde{v}) \cong 2^{10} \cdot 2^{4} \cdot A l t_{6}<2^{10} \cdot M_{22}
$$

is the stabilizer in $G(\widetilde{v})$ of a $\mathcal{G}\left(S_{4}(2)\right)$-subgeometry in $\mathcal{G}\left(M_{22}\right)$. On the other hand, $S(\widetilde{v})$ is a subgroup of index 2 in the stabilizer in $S$ of a point from $\mathcal{S}$ and hence

$$
S(\widetilde{v}) \cong 2_{+}^{1+8} \cdot 2^{5} \cdot A l t_{6},
$$

which shows that $S(\widetilde{v})$ contains $O_{2}(S)$ and hence the latter is in the kernel of the action of $S$ on $\widetilde{\Xi}$. Thus the submodule $\widetilde{W}$ in $\widetilde{V}$ generated by the
vectors from $\widetilde{\Xi}$ is a module for $S_{6}(2)=S / O_{2}(S)$ with an orbit of length $126=|\widetilde{\Xi}|$ on the non-zero vectors. On the other hand, it is easy to deduce from the proof of (5.2.3) that the submodule $W$ in $V$ generated by the vectors from $\Xi$ is the universal (7-dimensional orthogonal) representation module of $\mathcal{S}$. By Table VI $W$ is the largest extension of a trivial module by the 6 -dimensional symplectic module $V_{s}$ for $S_{6}(2)$. Hence $\widetilde{W}=W \oplus U$ for a 1-dimensional module $U$ and there are no $S$-orbits of length 126, which is a contradiction. Now arguing as in the case (i) we complete the proof.

We will widely use the following theorem due to Gaschütz (cf. Theorem 15.8.6 in [H59] or (10.4) in [A86]).

Theorem 8.2.8 Let $G$ be a group, $p$ be a prime, $V$ be an abelian normal $p$-subgroup in $G$, and $S$ be a Sylow p-subgroup in $G$. Then $G$ splits over $V$ if and only if $P$ splits over $V$.

In terms of cohomologies the above result can states that $H^{2}(G / V, V)$ is trivial if and only if $H^{2}(P / V, V)$ is trivial. In fact this is an important consequence of Gaschütz' theorem which establishes an isomorphism between $H^{2}(G / V, V)$ and $H^{2}(P / V, V)$ (cf. Theorem 15.8.5 in [H59]).

Lemma 8.2.9 Let $G$ be a group and $V$ be a $G F(2)$-module for $G$ where the pair $(G, V)$ is either from Table VI, except for $\left(A l t_{5}, V_{n}\right)$, or one of the pairs $\left(C o_{1}, \bar{\Lambda}^{(24)}\right)$, $\left(C_{o}, \bar{\Lambda}^{(22)}\right)$. Then the action of $G$ on $V$ is absolutely irreducible.

Proof. This is all well known and easy to check. In fact, in each case there is a vector $v \in V^{\#}$ such that $x$ is the only non-zero vector in $V$ fixed by $G(x)$.

Notice that $A l t_{5}$ preserves a $G F(4)$ structure on its natural module $V_{n}$.

### 8.3 Goldschmidt's lemma

In this section we discuss the conditions under which two rank 2 amalgams are isomorphic.

Let $\mathcal{A}=\left\{A_{1}, A_{2}\right\}$ and $\mathcal{A}^{\prime}=\left\{A_{1}^{\prime}, A_{2}^{\prime}\right\}$ be two amalgams, where $B=$ $A_{1} \cap A_{2}$ and $B^{\prime}=A_{1}^{\prime} \cap A_{2}^{\prime} ; *_{i}$ and $*_{i}^{\prime}$ are the group product operations in $A_{i}$ and $A_{i}^{\prime}$, respectively, for $i=1$ and 2 . Recall that an isomorphism of $\mathcal{A}$ onto $\mathcal{A}^{\prime}$ is a bijection $\varphi$ of

$$
A_{1} \cup A_{2} \text { onto } A_{1}^{\prime} \cup A_{2}^{\prime}
$$

which maps $A_{i}$ onto $A_{i}^{\prime}$ and such that the equality

$$
\varphi\left(x *_{i} y\right)=\varphi(x) *_{i}^{\prime} \varphi(y)
$$

holds whenever $x, y \in A_{i}$ for $i=1$ or 2 . Equivalently, the restrictions $\varphi_{A_{1}}$ and $\varphi_{A_{2}}$ of $\varphi$ to $A_{1}$ and $A_{2}$ are isomorphisms onto $A_{1}^{\prime}$ and $A_{2}^{\prime}$, respectively.

We say that the amalgams $\mathcal{A}$ and $\mathcal{A}^{\prime}$ as above have the same type if for $i=1$ and 2 there is an isomorphism $\psi^{(i)}$ of $A_{i}$ onto $A_{i}^{\prime}$ such that $\psi^{(i)}(B)=B^{\prime}$. The pair $\pi=\left(\psi^{(1)}, \psi^{(2)}\right)$ of such isomorphisms will be called the type preserving pair. Certainly, being of the same type is an equivalence relation.

If $\varphi$ is an isomorphism of $\mathcal{A}$ onto $\mathcal{A}^{\prime}$ then clearly $\left(\varphi_{A_{1}}, \varphi_{A_{2}}\right)$ is a type preserving pair. On the other hand, it is easy to see that the type of $\mathcal{A}$ is determined by
(1) the choice of $A_{1}$ and $A_{2}$ up to isomorphism and
(2) the choice of $B$ as subgroup in $A_{1}$ and $A_{2}$ up to conjugation in the automorphism groups of $A_{1}$ and $A_{2}$, respectively.

As an illustration we present an example of a pair of non-isomorphic amalgams which are of the same type.

Let $P \cong S_{y} m_{8}$ act as the automorphism group on the complete graph $\Gamma$ on 8 vertices and let $\mathcal{P}=\left\{P_{1}, P_{2}\right\}$ be the amalgam formed by the stabilizers in $P$ of two distinct (adjacent) vertices $x$ and $y$. Then

$$
P_{1} \cong P_{2} \cong S y m_{7} \text { and } B \cong S y m_{6} .
$$

Let $P^{\prime} \cong U_{3}(5): 2$ act as the automorphism group on the HoffmanSingleton graph $\Gamma^{\prime}$ (cf. [BCN89]) and let $\mathcal{P}^{\prime}=\left\{P_{1}^{\prime}, P_{2}^{\prime}\right\}$ be the amalgam formed by the stabilizer in $P^{\prime}$ of two adjacent vertices $x^{\prime}$ and $y^{\prime}$ of $\Gamma^{\prime}$. Then

$$
P_{1}^{\prime} \cong P_{2}^{\prime} \cong S y m_{7} \text { and } B^{\prime} \cong S y m_{6}
$$

Since the subgroups in $S y m_{7}$ isomorphic to $S y m_{6}$ form a single conjugacy class, it is clear that the amalgams $\mathcal{P}$ and $\mathcal{P}^{\prime}$ have the same type. On the other hand, these amalgams are not isomorphic for the following reason.

Let $g \in P$ be an element which swaps the vertices $x$ and $y$ and $g^{\prime} \in P^{\prime}$ be an element which swaps $x^{\prime}$ and $y^{\prime}$. Then $g$ conjugates $P_{1}$ onto $P_{2}$ and vice versa while $g^{\prime}$ does the same with $P_{1}^{\prime}$ and $P_{2}^{\prime}$. Since the setwise stabilizer of $\{x, y\}$ in $P$ is $S y m_{6} \times 2, g$ can be chosen to centralize $B$. On the other hand, the setwise stabilizer of $\left\{x^{\prime}, y^{\prime}\right\}$ in $P^{\prime}$ is Aut $S y m_{6}$, so $g^{\prime}$ always induces an outer automorphism of $B^{\prime} \cong S y m_{6}$. Since $S y m_{7}$ has a unique faithful permutational representation of degree 7 the cycle type of an element from $S y m_{7}$ is well defined (unlike the cyclic type of an element of $S y m_{6}$ ). By the above, a transposition from $P_{1}$, which is contained in $B$, is also a transposition in $P_{2}$ while a transposition from $P_{1}^{\prime}$, which is contained in $B^{\prime}$, is a product of three disjoint transpositions in $P_{2}^{\prime}$. This shows that $\mathcal{P}$ and $\mathcal{P}^{\prime}$ can not possibly be isomorphic. (Here we have used the well known fact that if we fix a degree 6 faithful permutational representation of $S y m_{6}$ then the image of a transposition under an outer automorphism is a product of three disjoint transpositions.)

It is clear (at least in principle) how to decide whether or not two amalgams have the same type. In the remainder of the section we discuss how to classify the amalgams of a given type up to isomorphism.

One may notice from the above example that the existence of nonisomorphic amalgams of the same type is somehow related to "outer" automorphisms of the Borel subgroup $B$. We are going to formalize this observation.

Let $\mathcal{A}=\left\{A_{1}, A_{2}\right\}$ and $\mathcal{A}^{\prime}=\left\{A_{1}^{\prime}, A_{2}^{\prime}\right\}$ be two amalgams of the same type and let $\pi=\left(\psi^{(1)}, \psi^{(2)}\right)$ be the corresponding type preserving pair. If the restrictions $\psi_{B}^{(1)}$ and $\psi_{B}^{(2)}$ of $\psi^{(1)}$ and $\psi^{(2)}$ to $B$ coincide, then clearly there is an isomorphism $\varphi$ of $\mathcal{A}$ onto $\mathcal{A}^{\prime}$ such that $\psi^{(i)}=\varphi_{A_{i}}$ for $i=1$ and 2. In general

$$
\delta(\pi)=\left(\psi_{B}^{(2)}\right)^{-1} \psi_{B}^{(1)}
$$

is an element of $D=$ Aut $B$.
Let $\chi^{(1)}$ and $\chi^{(2)}$ be automorphisms of $A_{1}$ and $A_{2}$, respectively, that normalize $B$. Then

$$
\pi^{\prime}=\left(\psi^{(1)} \chi^{(1)}, \psi^{(2)} \chi^{(2)}\right)
$$

is another type preserving pair and

$$
\delta\left(\pi^{\prime}\right)=\left(\chi_{B}^{(2)}\right)^{-1} \delta(\pi) \chi_{B}^{(1)}
$$

where $\chi_{B}^{(i)}$ (the restriction of $\chi^{(i)}$ to $B$ ) is an element of the subgroup $D_{i}$ in $D$ which is the image of the normaliser of $B$ in Aut $A_{i}$ (under the natural mapping). Notice that by the definition every element of $D_{i}$ is of the form $\chi_{B}^{(i)}$ for a suitable $\chi^{(i)} \in N_{\text {Aut } A_{i}}(B)$.

Lemma 8.3.1 In the above terms $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are isomorphic if and only if $\delta(\pi) \in D_{2} D_{1}$.

Proof. Suppose first that $\delta(\pi)=d_{2} d_{1}$, where $d_{i} \in D_{i}$ for $i=1,2$. Choose $\chi^{(i)} \in N_{\text {Aut } A_{i}}(B)$ so that $d_{1}^{-1}=\chi_{B}^{(1)}$ and $d_{2}=\chi_{B}^{(2)}$. Then for the type preserving pair $\pi^{\prime}=\left(\psi^{(1)} \chi^{(1)}, \psi^{(2)} \chi^{(2)}\right)$ the automorphism $\delta\left(\pi^{\prime}\right)$ is trivial, which proves the required isomorphism between the amalgams.

Now if $\varphi$ is an isomorphism of $\mathcal{A}$ onto $\mathcal{A}^{\prime}$, then for the type preserving pair $\varepsilon=\left(\varphi_{A_{1}}, \varphi_{A_{2}}\right)$ the automorphism $\delta(\varepsilon)$ is trivial. On the other hand, $\chi^{(i)}=\left(\psi^{(i)}\right)^{-1} \varphi_{A_{i}}$ is an automorphism of $A_{i}$ normalizing $B$ and as we have seen above

$$
\delta(\pi)=\left(\chi_{B}^{(2)}\right)^{-1} \delta(\varepsilon) \chi_{B}^{(1)}
$$

hence the result.
The next proposition which is a direct consequence of (8.3.1) is known as Goldschmidt's lemma (cf. (2.7) in [Gol80]).

Proposition 8.3.2 Let $\mathcal{A}=\left\{A_{1}, A_{2}\right\}$ be a rank two amalgam, where $B=$ $A_{1} \cap A_{2}$ is the Borel subgroup. Let $D=$ Aut $B$ and let $D_{i}$ be the image in $D$ of $N_{\text {Aut } A_{i}}(B)$ for $i=1$ and 2. Then a maximal set of pairwise nonisomorphic amalgams having the same type as $\mathcal{A}$ is in a natural bijection with the set of double cosets of the subgroups $D_{1}$ and $D_{2}$ in $D$.

Since both $D_{1}$ and $D_{2}$ contain the inner automorphisms of $B$ the double cosets of $D_{1}$ and $D_{2}$ in $D$ are in a bijection with the double cosets of $O_{1}$ and $O_{2}$ in $O$ where $O=$ Out $B$ and $O_{i}$ is the image of $D_{i}$ in $O$ for $i=1$ and 2 .

If $\mathcal{B}=\left\{S y m_{7}, S y m_{7}\right\}$ is the amalgam from the above example, then $O=$ Out $S_{y} m_{6}$ is of order 2 while both $O_{1}$ and $O_{2}$ are trivial. Hence there are two double cosets and $\left\{\mathcal{B}, \mathcal{B}^{\prime}\right\}$ is the complete list of pairwise non-isomorphic amalgams of the given type.

In fact (8.3.2) is a very general principle which classifies the ways to "amalgamate" two algebraic or combinatorial systems of an arbitrary nature over isomorphic subobjects. Exactly the same argument works and gives the same result (compare [Th81] and [KL98]). Of course in the general case there is no such thing as an inner automorphism.

### 8.4 Factor amalgams

Let $\mathcal{A}=\left\{A_{i} \mid 1 \leq i \leq n\right\}$ be an amalgam of rank $n$ and $M$ be a normal subgroup in $\mathcal{A}$. This means that $M$ is a subgroup in the Borel subgroup $B=\cap_{i=1}^{n} A_{i}$ which is normal in $A_{i}$ for every $1 \leq i \leq n$. Then we can construct the factor amalgam

$$
\overline{\mathcal{A}}=\mathcal{A} / M=\left\{A_{i} / M \mid 1 \leq i \leq n\right\}
$$

whose elements are the cosets of $M$ in $A_{i}$ for all $1 \leq i \leq n$ and group operations are defined in the obvious way. Notice that the universal completion $(U(\overline{\mathcal{A}}), \bar{\nu}))$ of $\overline{\mathcal{A}}$ is a completion of $\mathcal{A}$ which is the quotient of $(U(\mathcal{A}), \nu)$ over the subgroup $\nu(M)$. More generally, for every completion $(G, \varphi)$ of $\mathcal{A}$ we can construct its quotient over $\varphi(M)$, which is a completion of $\overline{\mathcal{A}}$. We are interested in the following situation:

Hypothesis A. Let $\mathcal{A}=\left\{A_{i} \mid 1 \leq i \leq n\right\}$ be an amalgam, $M$ be a normal subgroup in $\mathcal{A}$ and $\overline{\mathcal{A}}=\mathcal{A} / M$ be the corresponding factor amalgam. Suppose further that $(\bar{G}, \bar{\varphi})$ is a faithful completion of $\overline{\mathcal{A}} ;\left(G_{1}, \varphi_{1}\right)$ and $\left(G_{2}, \varphi_{2}\right)$ are faithful completions of $\mathcal{A}$ such that $(\bar{G}, \bar{\varphi})$ is the quotient of $\left(G_{1}, \varphi_{1}\right)$ and $\left(G_{2}, \varphi_{2}\right)$ over $\varphi_{1}(M)$ and $\varphi_{2}(M)$, respectively.

We consider the above completions as quotients of the universal completion $(U(\mathcal{A}), \nu)$ of $\mathcal{A}$. Since the $\left(G_{j}, \varphi_{j}\right)$ are assumed to be faithful, the universal completion is faithful. In order to simplify the notation we identify $M$ with $\nu(M)$. Let $K_{1}, K_{2}$ and $K$ be the kernels of the natural homomorphisms of $U(\mathcal{A})$ onto $G_{1}, G_{2}$ and $\bar{G}$, respectively. Then $\left(G_{1}, \varphi_{1}\right)$ and $\left(G_{2}, \varphi\right)$ are isomorphic if and only if $K_{1}=K_{2}$.

Lemma 8.4.1 Under Hypothesis A we have
(i) $K=K_{1} M=K_{2} M$;
(ii) $K_{1} \cap M=K_{2} \cap M=1$.

Proof. (i) follows from the assumption that $(\bar{G}, \bar{\varphi})$ is a quotient of $\left(G_{j}, \varphi_{j}\right)$ for $j=1,2$, while (ii) holds since the $\left(G_{j}, \varphi_{j}\right)$ are faithful.

Lemma 8.4.2 Under Hypothesis $A$ if the centre of $M$ is trivial, then the completions $\left(G_{1}, \varphi_{1}\right)$ and $\left(G_{2}, \varphi_{2}\right)$ are isomorphic.

Proof. By (8.4.1) for $j=1$ and 2 the subgroups $K_{j}$ and $M$ are disjoint normal subgroups in $U(\mathcal{A})$, hence they centralize each other. Hence for $i=1$ and 2 the subgroup $K_{i}$ is a complement to $Z(M)$ in $C_{K}(M)$. If $Z(M)=1$ then clearly $K_{1}=C_{K}(M)=K_{2}$ and the result follows.

By the above lemma the centre $Z=Z(M)$ of $M$ deserves a further study. In view of Hypothesis A we can define an action of $\bar{G}$ on $Z$ which coincides with the action of $G_{j}$ on $\varphi_{j}(M)$ (identified with $M$ ) by conjugation for $j=1$ and 2 .

Suppose that $K_{1} \neq K_{2}$, then $K_{1} /\left(K_{1} \cap K_{2}\right)$ is isomorphic to a nontrivial subgroup $N$ in $Z$ which is normalized by the action of $\bar{G}$ on $Z(M)$. Let ( $\widehat{G}, \widehat{\varphi}$ ) be the completion of $\mathcal{A}$ which is the quotient of $(U(\mathcal{A}), \nu)$ over the normal subgroup $\left(K_{1} \cap K_{2}\right) M$. Then $(\widehat{G}, \widehat{\varphi})$ is a completion of $\overline{\mathcal{A}}$ and $(\bar{G}, \bar{\varphi})$ is its quotient over the subgroup $\widehat{N}=K /\left(K_{1} \cap K_{2}\right) M$, isomorphic to $N$.

Lemma 8.4.3 Under Hypothesis $A$ either $\left(G_{1}, \varphi_{1}\right)$ and $\left(G_{2}, \varphi_{2}\right)$ are isomorphic or there is a nontrivial subgroup $N$ in the centre of $M$ normalized by the action of $\bar{G}$ and a completion $(\widehat{G}, \widehat{\nu})$ of $\overline{\mathcal{A}}$ such that there is a normal subgroup $\widehat{N}$ in $\widehat{G}$ isomorphic to $N$ and the isomorphism commutes with the action of $\bar{G}=\widehat{G} / \widehat{N} ;(\bar{G}, \bar{\varphi})$ is the quotient of $(\widehat{G}, \widehat{\varphi})$ over $\widehat{N}$.

## $8.5 \quad L_{3}(2)$-lemma

In this section we apply the technique developed in the previous section to a particular situation which is important for establishing uniqueness of the rank 3 amalgam $\mathcal{C}=\left\{G_{1}, G_{2}, G_{3}\right\}$ when the rank 2 amalgam $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ is given and satisfies certain properties.

When the amalgam $\mathcal{B}$ is given (usually it is isomorphic to the amalgam associated to a known example) we can indicate $G_{13}$ and $G_{23}$ inside $G_{1}$ and $G_{2}$, respectively, by considering the actions of $G_{1}$ and $G_{2}$ on the corresponding residues $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ and $\operatorname{res}_{\mathcal{G}}\left(x_{2}\right)$. The residue $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{3}\right)$ is a projective plane of order 2 on which $G_{3}$ induces $L_{3}(2)$ with kernel $K_{3}^{-}$(so that $K_{3}^{-}$is the largest subgroup in $G_{123}$ normal in both $G_{13}$ and $G_{23}$ ). This enables us first to indicate $K_{3}^{-}$and then put $G_{i 3}=N_{G_{i}}\left(K_{3}^{-}\right)$for $i=1$ and 2. Since $G_{13}$ and $G_{23}$ are the maximal parabolics associated with the action of $G_{3}$ on $\operatorname{res}_{\mathcal{G}}\left(x_{3}\right)$ we have

$$
G_{13} / K_{3}^{-} \cong G_{23} / K_{3}^{-} \cong \text { Sym }_{4} .
$$

Let $\mathcal{D}=\left\{G_{13}, G_{23}\right\}, \widetilde{G}_{3}$ be the universal completion of $\mathcal{D}$ and $\psi: \widetilde{G}_{3} \rightarrow G_{3}$ be the natural homomorphism. In order to establish the uniqueness of $\mathcal{C}$ we need to show that the kernel $K$ of $\psi$ is uniquely determined. Since both $K_{3}^{-}$and $K$ are normal subgroups in $\widetilde{G}_{3}$ and the restriction of $\psi$ to $K_{3}^{-}$is an isomorphism, $K \leq C_{\widetilde{G}_{3}}\left(K_{3}^{-}\right)$.

Lemma 8.5.1 In the above terms suppose that $C_{G_{i 3}}\left(K_{3}^{-}\right)=1$ for $i=1$ and 2. Then $K=C_{\widetilde{G}_{3}}\left(K_{3}^{-}\right)$, in particular, $K$ is uniquely determined.

Proof. The result follows from the observation that $L_{3}(2) \cong G_{3} / K_{3}^{-}$ is simple and hence by the hypothesis $C_{G_{3}}\left(K_{3}^{-}\right)=1$.

Now suppose that $Z=Z\left(K_{3}^{-}\right)$is non-trivial. If there are two possible kernels $K$ and $K^{\prime}$, say, we consider the group

$$
\widehat{G}_{3}=\widetilde{G}_{3} /\left(K \cap K^{\prime}\right) K_{3}^{-},
$$

which is generated by the image $\widehat{\mathcal{D}}=\left\{D_{1}, D_{2}\right\}$ of the amalgam $\mathcal{D}$ in $\widehat{G}_{3}$. Then $\widehat{\mathcal{D}}$ is the amalgam of maximal parabolics in $L_{3}(2)$ associated with its action on the projective plane of order 2 . We formulate the uniqueness criterion in the follow proposition.

Proposition 8.5.2 Let $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ be a rank 2 amalgam and $K_{3}^{-}$be a subgroup in $G_{12}=G_{1} \cap G_{2}$. For $i=1$ and 2 put $G_{i 3}=N_{G_{i}}\left(K_{3}^{-}\right)$. Let $D_{i}$ be the image in Out $K_{3}^{-}$of $G_{i 3}$ and $D=\left\langle D_{1}, D_{2}\right\rangle$. Suppose that the following conditions ( $i$ ) (iv) hold.
(i) $C_{G_{i 3}}\left(K_{3}^{-}\right) \leq K_{3}^{-}$for $i=1$ and 2 ;
(ii) $D \cong L_{3}(2)$ and $\widehat{\mathcal{D}}=\left\{D_{1}, D_{2}\right\}$ is the amalgam of maximal parabolics associated with the action of $D$ on the projective plane of order 2 ;
(iii) the centre $Z$ of $K_{3}^{-}$is a 2-group;
(iv) each chief factor of $\widehat{G}_{3}$ inside $Z$ is either the trivial 1-dimensional or the 3-dimensional natural module for $D$ (or its dual).

Then there exists at most one homomorphism $\psi$ of the universal completion $\widetilde{G}_{3}$ of $\left\{G_{13}, G_{23}\right\}$ such that the restriction of $\psi$ to $K_{3}^{-}$is an bijection and $\psi\left(\widetilde{G}_{3}\right) / \psi\left(K_{3}^{-}\right) \cong L_{3}(2)$.

Proof. By (8.4.3) it is sufficient to show that the amalgam $\widehat{\mathcal{D}}$ does not possess a completion $\widehat{G}_{3}$ such that $\widehat{G}_{3} / O_{2}\left(\widehat{G}_{3}\right) \cong D \cong L_{3}(2)$ and $O_{2}\left(\widehat{G}_{3}\right)$ is isomorphic to a $D$-invariant subgroup $Y$ in $Z$. Since $\widehat{\mathcal{D}}$ maps isomorphically onto its image in $\widehat{G}_{3} / O_{2}\left(\widehat{G}_{3}\right)$, such a group $\widehat{G}_{3}$ must split over $O_{2}\left(\widehat{G}_{3}\right)$ by (8.2.8) and hence it is isomorphic to a semidirect product of $Y$ and $D \cong$ $L_{3}(2)$. Thus it is sufficient to show that in such a semidirect product $Y: D$ every subamalgam which is isomorphic to $\widehat{\mathcal{D}}$ generates a complement to $Y$ (isomorphic to $L_{3}(2)$ ). Furthermore, we may assume that $Y$ is elementary abelian and irreducible as a module for $D$. Indeed, otherwise we take $Y_{1}$ to be the a largest $D$-invariant subgroup in $Y$ and consider the semidirect product $\left(Y / Y_{1}\right): D$ which again must be a completion of $\widehat{\mathcal{D}}$. By (iv) up to isomorphism there are just two groups to be considered: $2 \times L_{3}(2)$ and $2^{3}: L_{3}(2)$. These cases are dealt with in the next lemma (8.5.3).

Lemma 8.5.3 Let $D \cong L_{3}(2)$ and $\widehat{\mathcal{D}}=\left\{D_{1}, D_{2}\right\}$ be the amalgam of maximal parabolics associated with the action of $D$ on the projective plane of order 2 , so that $D_{1} \cong D_{2} \cong S y m_{4}$ and $D_{1} \cap D_{2}$ is the dihedral group of order 8. Let $X=Y: D \cong 2^{3}: L_{3}(2)$ be the semidirect product of $D$ with its natural module $Y$. Then
(i) the universal completion of $\widehat{\mathcal{D}}$ does not possess non-trivial abelian factor-groups;
(ii) $2 \times L_{3}(2)$ is not a completion of $\widehat{\mathcal{D}}$;
(iii) every subamalgam in $X$ isomorphic to $\widehat{\mathcal{D}}$ generates a complement to $Y$ in $X$;
(iv) $X$ is not a completion of $\widehat{\mathcal{D}}$.

Proof. It is easy to see that all the involutions in $\widehat{\mathcal{D}}$ are conjugate, which immediately implies (i) and then of course (ii) follows.

Since $H^{1}(D, Y)$ is 1-dimensional by 8.2.5, $X$ contains two classes of complements to $Y$. Every complement is generated by a subamalgam isomorphic to $\widehat{\mathcal{D}}$ and the subamalgams generating complements from different classes can not be conjugate. Hence in order to prove (iii) it is sufficient to show that $X$ (when acts by conjugation) has on the set of the subamalgams in $X$ isomorphic to $\widehat{\mathcal{D}}$ at most two orbits.

Let $\left\{D_{1}, D_{2}\right\}$ be a subamalgam in $X$ isomorphic to $\widehat{\mathcal{D}}$. We assume without loss of generality that $D_{1}$ centralizes a 1-subspace in $Y$ while $D_{2}$ normalizes a 2 -subspace. Let $\left\{\widetilde{D}_{1}, \widetilde{D}_{2}\right\}$ be another subamalgam in $X$ isomorphic to $\widehat{\mathcal{D}}$. Since we classify the subamalgams up to conjugation, we assume that $\left\{D_{1}, D_{2}\right\}$ and $\left\{\widetilde{D}_{1}, \widetilde{D}_{2}\right\}$ have the same image in the factorgroup $X / Y$ and also that $D_{2}$ and $\widetilde{D}_{2}$ share a subgroup $T$ of order 3. Since $N_{X}(T) \cong D_{12}, T$ is contained in exactly two subgroups isomorphic to $S y m_{3}$. Hence in order to prove that there are at most two $X$-orbits on the set of subamalgams isomorphic to $\widehat{\mathcal{D}}$ it is sufficient to show that the subamalgams under consideration are conjugate whenever $D_{2}$ and $\widetilde{D}_{2}$ share a subgroup $S y m_{3}$. Put $A=O_{2}\left(D_{2}\right)$ and $\widetilde{A}=O_{2}\left(\widetilde{D}_{2}\right)$. Then $\widetilde{A}$ is contained in the subgroup $C=[Y A, T]$ which is an elementary abelian 2 -group and if $A$ and $\widetilde{A}$ are distinct, they are the only subgroups in $C$ not contained in $Y$ and invariant under $B:=D_{1} \cap D_{2}$. Hence there is an element in $C_{Y}(B)$ which conjugates $A$ onto $\widetilde{A}$ and hence it conjugates $D_{2}=A B$ onto $\widetilde{D}_{2}=\widetilde{A} B$. This shows that $D_{2}$ and $\widetilde{D}_{2}$ are conjugate and so we assume that $D_{2}=\widetilde{D}_{2}$.

Since $D_{2}$ maps isomorphically onto its image in $X / Y$, we have $D_{1} \cap D_{2}=$ $\widetilde{D}_{1} \cap \widetilde{D}_{2}$. Furthermore the intersection is a Sylow 2-subgroup in each of the four subgroups involved. This means $O_{2}\left(D_{1}\right)=O_{2}\left(\widetilde{D}_{1}\right)$. Since we also have $N_{X}\left(O_{2}\left(D_{1}\right)\right) \cong \operatorname{Sym}_{4} \times 2$, we must have $D_{1}=\widetilde{D}_{1}$. Finally (iv) follows directly from (iii).

For the sake of completeness let us mention that the group $X \cong 2^{8}$ : $L_{3}(2)$, where $O_{2}(X)$ is the irreducible 8-dimensional Steinberg module for $L_{3}(2)$ contains only one class of subgroups isomorphic to $L_{3}(2)$ and a few
classes of subamalgams isomorphic to $\widehat{\mathcal{D}}$. Let $\left\{D_{1}, D_{2}\right\}$ be such a subamalgam and $z$ be the unique non-zero element in $O_{2}(X)$ centralized by $D_{1} \cap D_{2}$. Then it can be shown that the amalgam $\left\{D_{1}^{z}, D_{2}\right\}$ is not conjugate to $\left\{D_{1}, D_{2}\right\}$. Thus if $\left\langle D_{1}, D_{2}\right\rangle=L_{3}(2)$, then $\left\langle D_{1}^{z}, D_{2}\right\rangle=X$.

Incidentally (8.5.3) resembles Lemma 13.4.7 in [FLM88].

### 8.6 Two parabolics are sufficient

In this section we prove the following.
Proposition 8.6.1 Let $\mathcal{G}$ be a $P$ - or $T$-geometry of rank $n \geq 3$, $G$ be a flag-transitive automorphism group of $\mathcal{G}$ and let

$$
\mathcal{A}(G, \mathcal{G})=\left\{G_{i} \mid 1 \leq i \leq n\right\}
$$

Let $(\mathcal{H}, H)$ be a pair from Table I or II and let

$$
\mathcal{A}(H, \mathcal{H})=\left\{H_{i} \mid 1 \leq i \leq n\right\}
$$

Suppose that $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ is isomorphic to $\left\{H_{1}, H_{2}\right\}$. Then

$$
\mathcal{A}(G, \mathcal{G}) \cong \mathcal{A}(H, \mathcal{H})
$$

in particular $\mathcal{G}$ is a quotient of the universal cover of $\mathcal{H}$.
Proof. We first claim that the subamalgam $\mathcal{D}=\left\{G_{13}, G_{23}\right\}$ is uniquely specified in $\mathcal{B}$ up to conjugation by elements of $G_{12}$. Notice that $\mathcal{D}$ can be defined as the image of $\left\{H_{13}, H_{23}\right\}$ under an isomorphism of $\mathcal{A}(H, \mathcal{H})$ onto $\mathcal{A}(G, \mathcal{G})$. To establish the uniqueness, we observe that the subgroups $G_{13}$ and $G_{123}$ in $G_{1}$ are specified uniquely by the assumptions (a) and (b). Furthermore $G_{23}=\left\langle G_{123}, Y\right\rangle$, where $Y$ is a Sylow 3-subgroup of $K_{2}^{+}$, so the claim follows. Notice that $K_{3}^{-}$is now also uniquely determined as the largest subgroup in $G_{123}$ normal in both $G_{13}$ and $G_{23}$. Now the conditions in (8.5.2) hold because of the isomorphism

$$
\mathcal{B} \cong\left\{H_{1}, H_{2}\right\}
$$

and by Proposition 9 in Preface. Hence the isomorphism type of $\mathcal{C}=$ $\left\{G_{1}, G_{2}, G_{3}\right\}$ is uniquely determined by (8.5.2) and coincides with that of $\left\{H_{1}, H_{2}, H_{3}\right\}$.

If $n=3$ then we are done, so suppose that $n \geq 4$. Since $\operatorname{res}_{\mathcal{G}}\left(x_{4}\right)$ is the projective $G F(2)$-space of rank 3 which is simply connected, by (1.4.6) $G_{4}$ is the universal completion of $\left\{G_{14}, G_{24}, G_{34}\right\}$. Thus there is a unique way to adjoin $G_{4}$ to $\mathcal{C}$. We carry on in a similar manner to adjoin all the remaining maximal parabolics. This effectively shows that the universal completions of $\mathcal{A}(G, \mathcal{G}), \mathcal{C},\left\{H_{1}, H_{2}, H_{3}\right\}$ and $\mathcal{A}(H, \mathcal{H})$ are pairwise isomorphic.

## Chapter 9

## Action on the derived graph

In this chapter we put the first crucial constrain on the structure of the maximal parabolics associated with a flag-transitive action on a Petersen or tilde geometry. The result comes through studying the action of the flagtransitive automorphism group on the derived graph of the corresponding geometry. The derived graph of a $P$ - or $T$-geometry of rank $n$ is on the set of elements of type $n$ and two vertices are adjacent if they are incident to a common element of type $n-1$.

### 9.1 A graph theoretical setup

Let $\mathcal{G}$ be a $P$ - or $T$-geometry of rank $n \geq 2$, so that the diagram of $\mathcal{G}$ is

(if $\mathcal{G}$ is a Petersen type geometry) and

(if $\mathcal{G}$ is a tilde type geometry).
On the diagrams above the nodes we indicate the type of the corresponding elements. If $x$ is an element of $\mathcal{G}$ then $t(x)$ denotes the type of $x$, where $1 \leq t(x) \leq n$. In this section it probably would more be convenient to work with the dual of $\mathcal{G}$ in which points, lines and planes are the elements of type $n, n-1$ and $n-2$. But since this might cause confusion with other parts of the book we decided to reserve the names points, lines and planes for elements of type 1, 2 and 3 and to introduce new names for elements of type $n, n-1$ and $n-2$. These elements will be called vertices, links and quints, respectively (the choice of the names will be justified below).

Let $\Delta=\Delta(\mathcal{G})$ be the derived graph of $\mathcal{G}$ which is the collinearity graph of the dual of $\mathcal{G}$ and in our terms it can be defined in the following way.

The vertices of $\Delta$ are the elements of type $n$ in $\mathcal{G}$ (therefore we call such elements vertices) and two vertices are adjacent if they are joint by a link (incident to a common element of type $n-1$ ). As we will see shortly, in the case of Petersen type geometries links are the edges of $\Delta$, while in the case of tilde type geometries they are 3 -cliques. Since a link is incident to exactly two and three vertices for $P$ - and $T$-geometries, respectively, it is clear that every link produces an edge or a 3 -clique. In (9.1.1) below we will show that this mapping is bijective.

Every element $x$ of $\mathcal{G}$ produces a subgraph $\Sigma[x]$ of $\Delta$. If $x$ is a vertex then $\Sigma[x]$ is the one-vertex subgraph $x$. For every other type $\Sigma[x]$ can be defined as the subgraph consisting of all the vertices incident to $x$ in which edges are only those defined by the links incident to $x$. For example, if $x$ is a link then $\Sigma[x]$ is an edge or a 3-clique depending of the type of the geometry. For higher types $\Sigma[x]$ may not be an induced subgraph of $\Delta$, although in the known examples it is usually such. Recall that $\operatorname{res}_{\mathcal{G}}^{+}(x)$ is the subgeometry of all those $y \in \operatorname{res}_{\mathcal{G}}(x)$ with $t(y)>t(x)$. If $t(x) \leq n-2$ then $\operatorname{res}_{\mathcal{G}}^{+}(x)$ is a $P$ - or $T$-geometry of rank $n-t(x)$ and $\Sigma[x]$ is simply the derived graph of that geometry. In particular, it is always connected.

To finish with the basic terminology, the elements of type $n-2$ will be called quints. For a quint $x, \Sigma[x]$ is isomorphic to the Petersen graph or the tilde graph (which is the collinearity graph of the geometry $\mathcal{G}(3$. $\left.S_{4}(2)\right)$ ) depending on the type of the geometry. These subgraphs contain 5 -cycles which are crucial for the subsequent arguments. This explains the terminology. Finally, let us note that if $x$ is a vertex, link, or quint then we will apply the same name to the corresponding subgraph $\Sigma[x]$.

Now we are well prepared for our first lemma.
Lemma 9.1.1 Two vertices are incident with at most one link.
Proof. Suppose $u$ and $v$ are vertices, $u \neq v$, and suppose $x$ and $y$ are links incident to both $u$ and $v$. Since $\operatorname{res}_{\mathcal{G}}(u)$ is a projective space, it contains a quint $q$ incident to both $x$ and $y$. Furthermore, $q$ is incident to $v$, since $\mathcal{G}$ has a string diagram. It follows that $u, v, x$ and $y$ are all contained in $\operatorname{res}_{\mathcal{G}}^{+}(q)$, which is the geometry $\mathcal{G}\left(A l t_{5}\right)$ of the Petersen graph or the tilde graph. Hence $x=y$.

Corollary 9.1.2 The graph $\Delta$ has valency $2^{n}-1$ if $\mathcal{G}$ is a Petersen type geometry, and $2\left(2^{n}-1\right)$ if it is a tilde type geometry. In particular if $t(x)=i$, then
(i) the subgraph $\Sigma[x]$ has valency $2^{n-i}-1$, if $\mathcal{G}$ is of Petersen type;
(ii) the subgraph $\Sigma[x]$ has valency $2\left(2^{n-i}-1\right)$, if $\mathcal{G}$ is tilde type.

We will now show that the geometry $\mathcal{G}$ can be recovered from the graph $\Delta$ and the set of all subgraphs $\Sigma[x], x \in \mathcal{G}$.

Lemma 9.1.3 $\Sigma[x] \subseteq \Sigma[y]$ if and only if $x$ is incident to $y$ and $t(x) \geq t(y)$.

Proof. If $t(x)<t(y)$ then $\Sigma[x]$ cannot be a subgraph of $\Sigma[y]$ by (9.1.2). So without loss of generality we may assume that $t(x) \geq t(y)$. If $x$ is a vertex then the claim follows by definition. If $x$ is a link then the 'if' part follows by definition, while the 'only if' part follows from (9.1.1). Suppose that $x$ is of type at most $n-2$. If $x$ and $y$ are incident then

$$
\operatorname{res}_{\mathcal{G}}^{+}(x) \subseteq \operatorname{res}_{\mathcal{G}}^{+}(y)
$$

and hence $\Sigma[x]$ is a subgraph of $\Sigma[y]$. Suppose now that $\Sigma[x]$ is contained in $\Sigma[y]$. Let $v$ be a vertex of $\Sigma[x]$. Then both $x$ and $y$ are in $\operatorname{res}_{\mathcal{G}}(v)$. Furthermore, since $\Sigma[x]$ is a subgraph of $\Sigma[y]$, (9.1.1) implies that every link incident with $x$ is also incident with $y$. Restricting this to those links that contain $v$, we obtain that $x$, as a subspace of the projective space $\operatorname{res}_{\mathcal{G}}(v)$, is fully contained in the subspace $y$. Hence $x$ and $y$ are incident.

Let $\mathcal{S}$ be the set of all subgraphs $\Sigma[x], x \in \mathcal{G}$. Let $v$ be a vertex. Then $\operatorname{res}_{\mathcal{G}}(v)$ is a projective $G F(2)$-space of rank $(n-1)$. We can realize this residue by the set of all proper subspaces in an $n$-dimensional $G F(2)$ vector space $U=U(v)$ so that the type of an element is its dimension and the incidence is via inclusion. Let $\mathcal{S}(v)$ be the set of subgraphs in $\mathcal{S}$ containing $v$. Then by (9.1.3) the mapping

$$
\sigma: x \mapsto \Sigma[x]
$$

is a bijection which reverses the inclusion relation.
The following two lemmas record some of the properties of $\mathcal{S}$.
Lemma 9.1.4 Suppose $v$ is a vertex of both $\Sigma[x]$ and $\Sigma[y]$. Let $z \in \operatorname{res}_{\mathcal{G}}(v)$ correspond to the span of the subspaces $x$ and $y$ in $U(v)$ (we put $z=v$ if $x$ and $y$ span the whole $U(v)$ ). In other terms $z$ has the smallest type among the elements incident to both $x$ and $y$. Then the connected component of $\Sigma[x] \cap \Sigma[y]$ that contains $v$ coincides with $\Sigma[z]$.

Proof. Since $\operatorname{res}_{\mathcal{G}}(v)$ is a projective space, $z$ (defined as in the statement of the lemma) is the unique element in $\operatorname{res}_{\mathcal{G}}(v)$, incident to both $x$ and $y$, and with $t(z)$ minimal subject to $t(z) \geq \min (t(x), t(y))$. If $z=v$ then $v$ is the entire connected component. So suppose $z \neq v$. Let $u$ be a vertex that is adjacent to $v$ in $\Sigma[x] \cap \Sigma[y]$. Then the link $a$ through $v$ and $u$ (it is unique in view of (9.1.1)) is incident with both $x$ and $y$. Furthermore, $z$ is the unique element incident to $a, x$, and $y$ of type minimal subject to $t(z) \geq$ $\min (t(x), t(y))$. Symmetrically, we can now conclude that, in $\operatorname{res}_{\mathcal{G}}(u), z$ corresponds to the span of the subspaces $x$ and $y$ in $\operatorname{res}_{\mathcal{G}}(u)$. Thus, the neighbourhood of $u$ in $\Sigma[x] \cap \Sigma[y]$ coincides with the neighbourhood of $u$ in $\Sigma[z]$. Now the connectivity argument shows that $\Sigma[z]$ is the entire connected component of $\Sigma[x] \cap \Sigma[y]$.

Lemma 9.1.5 Every path in $\Delta$ of length $k, k \leq n-1$, is contained in $\Sigma[x]$ for some $x$ of type $n-k$ or more.

Proof. We will use induction on $k$. Clearly, the statement is true if $k=0$. For the induction step, suppose the statement of the lemma holds for all $i<k$, where $k>0$. Let $\left(v_{0}, v_{1}, \ldots, v_{k}\right)$ be a $k$-path. By the induction hypothesis, the $k-1$-path $\left(v_{0}, v_{1}, \ldots, v_{k-1}\right)$ is contained in $\Sigma[y]$ for some $y$ of type at least $n-k+1$. In $\operatorname{res}_{\mathcal{G}}\left(v_{k-1}\right)$, $y$ corresponds to a subspace of dimension at least $n-k+1$ and the link $a$ through $v_{k-1}$ and $v_{k}$ corresponds to a hyperplane in $U\left(v_{k-1}\right)$. Thus, both $y$ and $a$ are incident to an element $x \in \operatorname{res}_{\mathcal{G}}\left(v_{k-1}\right)$ of type at least $n-k$ (the intersection of $y$ and $a$ ). Clearly, $\Sigma[x]$ contains the entire path $\left(v_{0}, v_{1}, \ldots, v_{k-1}, v_{k}\right)$.

Remark: It follows from (9.1.4) that there exists a unique element $x$ of maximal type, such that $\Sigma[x]$ is of minimal valency and contains $\left(v_{0}, v_{1}, \ldots, v_{k-1}, v_{k}\right)$. Namely, $\Sigma[x]$ will be the connected component containing $v_{0}$ of the intersection of all those $\Sigma[y]$ that contain $\left(v_{0}, v_{1}, \ldots, v_{k-1}, v_{k}\right)$.

### 9.2 Normal series of the vertex stabiliser

Now we start considering a flag-transitive action of a group $G$ on $\mathcal{G}$. Clearly, $G$ acts on the derived graph $\Delta$. First we introduce some important notation associated with this action.

Let us fix a vertex $v$ (i.e., a vertex of $\Delta$ ) and let $H$ be the stabilizer of $v$ in $G$. Let $Q$ be the kernel of $H$ acting on $\operatorname{res}_{\mathcal{G}}(v)$ (recall that the latter is the $G F(2)$-projective space of rank $n-1)$. Define a further series of normal subgroups in $H$ as follows. Let $H_{i}=G_{i}(v), i \geq 1$, be the joint stabilizer in $H$ of all the vertices at distance at most $i$ from $v$. (This set of vertices will be denoted by $\Delta_{\leq i}(v)$.) It is clear that in the considered situation we have

$$
H_{i} \leq Q, \quad H_{i} \unlhd H \quad \text { and } \quad H_{i+1} \leq H_{i} .
$$

Let us explain the relationship between the introduced notation and the notation used throughout the book and introduced in Section 1.1. If $\Phi=$ $\left\{x_{1}, \ldots, x_{n-1}, v=x_{n}\right\}$ is a maximal flag in $\mathcal{G}$ and $G_{j}=G\left(x_{j}\right)$ is the stabilizer of $x_{i}$ in $G$ for $1 \leq j \leq n$, then $H=G_{n}, Q=K_{n}$ and $H_{1}=L_{n}$.

By (9.1.3) we know that different elements, say $x$ and $y$ in $\mathcal{G}$ are realized by different subgraphs $\Sigma[x]$ and $\Sigma[y]$. Hence an automorphism of $\mathcal{G}$ which fixes every vertex of $\Delta$ acts trivially on the whole $\mathcal{G}$ and hence must be the identity automorphism.

Lemma 9.2.1 Suppose that a subgroup $N$ is contained in $G_{j n}=G_{j} \cap G_{n}$ and normal in both $G_{j}$ and $G_{n}=H$ for some $1 \leq j \leq n-1$. Then $N=1$.

Proof. Since $\mathcal{G}$ is a geometry and $G$ acts on $\mathcal{G}$ flag-transitively, $G_{j}$ and $G_{n}$ generate the whole $G$ (compare Lemma 1.4.2 in [Iv99]). Hence $N$ is normal in $G$ and since $N \leq G_{n}, N$ fixes the vertex $x_{n}$ of $\Delta$. Hence $N$ fixes every vertex of $\Delta$ and must be the trivial by the remark before the lemma.

When considering more than one vertex at a time we will be using the notation $G(v)$ for $H, G_{i}(v)$ for $H_{i}$, and $G_{\frac{1}{2}}(v)$ for $Q$.

We will first recall the properties of $H_{i}$ when $\mathcal{G}$ is of rank two, that is, $\mathcal{G}$ is the Petersen graph geometry or the tilde geometry. Recall that if $\mathcal{G}$ is the Petersen graph geometry then $G \cong S y m_{5}$ or $A l t_{5}$, while if $\mathcal{G}$ is the tilde geometry then $G \cong 3 \cdot$ Sym $_{6}$ or $3 \cdot$ Alt $_{6}$. The properties summarized in the following lemma can be checked directly.

Lemma 9.2.2 Suppose $\mathcal{G}$ is of rank two. Then
(i) $H / Q \cong S y m_{3} \cong L_{2}(2)$;
(ii) $Q / H_{1}$ is trivial if $\mathcal{G}$ is the Petersen graph geometry, and it is isomorphic to $2^{2}$ if $\mathcal{G}$ is the tilde geometry;
(iii) $H_{1}$ is trivial if $G \cong A l t_{5}$ or $3 \cdot A l t_{6}$; it has order two if $G \cong S_{y m_{5}}$ or 3. Sym ${ }_{6}$;
(iv) if $H_{1} \neq 1$ and $h \in H_{1}^{\#}$ then $h \notin G_{\frac{1}{2}}(u)$ for all vertices $u$ adjacent to $v$;
(v) if $u \in \Delta_{2}(v)$ and $a$ is a link on $u$ then $\Sigma[a]$ contains a second (other than $u$ ) vertex at distance at most two from $v$.

Notice that in the above lemma $H_{2}=1$ in all cases.
Our approach to the classification of geometries $\mathcal{G}$ and their flagtransitive automorphism groups $G$ will be via the study of the factors of the normal series

$$
H \unrhd Q \unrhd H_{1} \unrhd \ldots \unrhd H_{i} \unrhd \ldots
$$

We will have to bound the length of this series and identify its factors. Clearly, the top factor $H / Q$ is the group induced by $H$ on the $(n-1)$-dimensional projective space $\operatorname{res}_{\mathcal{G}}(v)$ defined over $G F(2)$. By flagtransitivity of $H / Q$ on this residue by (3.1.1) we have the following

Lemma 9.2.3 The group $H / Q$ is a flag-transitive automorphism group of the projective space $\operatorname{res}_{\mathcal{G}}(v)$. In particular, either $H / Q \cong L_{n}(2)$, or Frob ${ }_{7}^{3}$ (for $n=3$ ), or Alt $_{7} \quad($ for $n=4)$.

The remaining factors of our series will be shown to be elementary abelian 2-groups, and so we will view them as $G F(2)$-modules for $H$. In what follows the natural module for $H$ is provided by the action of $H$ on the $n$-dimensional vector space $U=U(v)$ underlying the $(n-1)$-dimensional projective space $\operatorname{res}_{\mathcal{G}}(v)$. That means that the points in $\operatorname{res}_{\mathcal{G}}(v)$ correspond to the 1 -subspaces of $U$ while the links in $\operatorname{res}_{\mathcal{G}}(v)$ correspond to the hyperplanes in the natural module of $H$. Clearly, $Q$ is the kernel of the action of $H$ on its natural module $U$. Thus, we can also view $U$ as an $H / Q$-module.

Let us now discuss the group $Q / H_{1}$.
Lemma 9.2.4 Either $Q=H_{1}$, or $\mathcal{G}$ is of tilde type, $Q / H_{1} \cong 2^{n}$, and, as a module for $H / Q$, the quotient $Q / H_{1}$ is isomorphic to the natural module $U$.

Proof. If $\mathcal{G}$ is of Petersen type then by (9.1.1) the vertices adjacent to $v$ bijectively correspond to the links on $v$. Hence $Q=H_{1}$ in this case. Now suppose that $\mathcal{G}$ is of tilde type and $Q$ is strictly larger than $H_{1}$. Let $g \in Q$ and let $a$ be a link on $v$. Since $g$ is in $Q$, it must stabilize $a$, and hence it acts on the two points of $a$ other than $v$. So $g^{2}$ fixes both of those points. Since $a$ was arbitrary, $g^{2} \in H_{1}$, which means that $Q / H_{1}$ is an elementary abelian 2-group. Consider $V=Q / H_{1}$ and its dual (as a $G F(2)$-vector space) $V^{*}$. By the transitivity of $H$ on the links on $v, Q$ cannot fix every vertex on $a$ (otherwise, $Q=H_{1}$.) Hence the kernel of the action of $Q$ on the points of $a$ is a subgroup of index two in $Q$, and hence it corresponds to a non-zero vector $v_{a}^{*}$ in $V^{*}$. Suppose $a, b$ and $c$ are three links on $v$, all of them incident to the same quint $z$. Suppose $g \in Q$ acts trivially on the points of $a$ and $b$. It follows from (9.2.2 (ii)) that $g$ fixes all points on $c$ as well. This means that the vectors $v_{a}^{*}, v_{b}^{*}$ and $v_{c}^{*}$ together with the zero vector form a 2 -space in $V^{*}$, that is, we have a relation $v_{a}^{*}+v_{b}^{*}+v_{c}^{*}=0$. It now follows from (3.1.2) that $V^{*}$ is a quotient of the dual of the natural module $U$. Finally, since $H / Q$ is transitive on the non-zero vectors of $U$, we have that $U$ is irreducible, and hence $V \cong U$.

At the moment, all we can say about the remaining factors, $H_{i} / H_{i+1}$, $i \geq 1$, is that they are elementary abelian 2 -groups.

Lemma 9.2.5 The factors $H_{i} / H_{i+1}$ are elementary abelian 2-groups for all $i \geq 1$.

Proof. Suppose $g \in H_{i}$ and $u \in \Delta_{i+1}(v)$ (so that $u$ is at distance $i+1$ from $v$ in $\Delta$ ). Let $w$ be a vertex at distance $i-1$ from $v$ and at distance 2 from $u$. By (9.1.5), $w$ and $u$ are contained in $\Sigma[z]$ for a quint $z$. Since $g$ fixes $w$ and all its neighbours in $\Delta$, we have that $g$ stabilizes $\Sigma[z]$ as a set and hence it acts on it. By (9.2.2 (iii)), $g^{2}$ fixes $\Sigma[z]$ vertex-wise; in particular, $g^{2}$ fixes $u$. Since $u$ was arbitrary, $g^{2} \in H_{i+1}$, and the claim follows.

In the remainder of this section we will discuss the exceptional cases of $H / Q$ and $Q / H_{1}$.

Lemma 9.2.6 The following assertions hold:
(i) $H / Q \neq \operatorname{Frob}_{7}^{3}$;
(ii) if $H / Q \cong$ Alt $_{7}$ then $H_{1}=1$.

Proof. Suppose first that $H / Q \cong F r o b_{7}^{3}$. Then $n=3$. Consider a quint $x$ incident to $v$. By (9.2.2 (i)), the stabilizer of $x$ in $H$ induces on the three links incident to $v$ and $x$ the group $S y m_{3}$, which contradicts the fact that $H / Q \cong \operatorname{Frob}_{7}^{3}$ (the latter group does not involve Sym $_{3}$ ). So (i) follows.

Now suppose $n=4$ and $H / Q \cong$ Alt $_{7}$. Let $u$ be a vertex adjacent to $v$ and let $a$ be the link on $v$ and $u$. Then the stabilizer of $v$ and $a$ induces on $\operatorname{res}_{\mathcal{G}}(v)$ the group $L_{3}(2)$. Since $G(v, u)$ is of index at most two in the stabilizer of $v$ and $a, G(v, u)$ also induces on $\operatorname{res}_{\mathcal{G}}(v)$ the group $L_{3}(2)$. Symmetrically, $G(v, u)$ induces $L_{3}(2)$ on $\operatorname{res}_{\mathcal{G}}(u)$. Consider now the
action of $H_{1}$ on $\operatorname{res}_{\mathcal{G}}(u)$. Since $H_{2}$ acts on $\operatorname{res}_{\mathcal{G}}(u)$ trivially, $H_{1}$ induces on $\operatorname{res}_{\mathcal{G}}(u)$ a 2-group by (9.2.5). On the other hand, $H_{1}$ is normal in $H$, and hence in $G(v, u)$. Since $L_{3}(2)$ contains no nontrivial normal 2-group, this implies that $H_{1} \leq G_{\frac{1}{2}}(u)$. We claim that in fact $H_{1} \leq G_{1}(u)$. Indeed, let $w \in \Delta_{1}(u)$. By (9.1.5) there is a quint $z$ such that $\Sigma[z]$ contains the path $(v, u, w)$. By (9.2.2 (iv)), an element fixing all neighbours of $v$ and all links on $u$ must act trivially on $\Sigma[z]$. Hence it fixes every vertex $w \in \Delta_{1}(u)$.

We proved that $H_{1} \leq G_{1}(u)$ for all $u \in \Delta_{1}(v)$. Hence $H_{1}=H_{2}$, and by the vertex-transitivity of $G$ on $\Delta$, this implies that $H_{1}=1$.

Thus we have the following.
Corollary 9.2.7 If $H / Q \neq L_{n}(2)$ then $n=4$ and $H \cong A l t_{7}$, or $2^{4}$. Alt ${ }_{7} . \square$
Let us conclude this section with a comment concerning the exceptional configuration for $Q / H_{1}$ (compare (9.2.4)). If $\mathcal{G}$ is a Petersen type geometry then, of course, $Q$ must equal $H_{1}$. On the other hand, for tilde type geometries the generic case is where $Q / H_{1} \cong 2^{n}$. Indeed, in view of (9.2.7), we may assume that $H / Q \cong L_{n}(2)$. Suppose $Q=H_{1}$. Let $a$ be a link incident to $v$. Considering the action on $\Sigma[q]$ for a quint $q$ incident to $a$ and using (9.2.2 (ii)), we obtain that the stabilizer of $a$ in $H$ contains an element interchanging the two vertices in $\Sigma[a] \backslash\{v\}$. On the other hand, the stabilizer of $a$ in $H / H_{1} \cong L_{n}(2)$ has structure $2^{n-1}: L_{n-1}(2)$. If $n>3$ then the latter has no subgroup of index two. So the stabilizer of $a$ in $H$ cannot act on $\Sigma[a] \backslash\{v\}$. This proves the following.

Lemma 9.2.8 If $\mathcal{G}$ is of tilde type and $H / H_{1} \cong L_{n}(2)$ then $n=3$.
We will return to this exceptional configuration in Section 10.2 (cf. (10.2.2)).

### 9.3 Condition ( $*_{i}$ )

Throughout this section we assume $H / Q \cong L_{n}(2)$. We will investigate the impact on the structure of $H$ of the following conditions.
$\left(*_{i}\right)$ If $\Sigma=\Sigma[x]$ for $x$ of type $n-i$ (here $2 \leq i \leq n-1$ ) and if $v$ is a vertex of $\Sigma$ then the joint stabilizer $R$ of all the vertices of $\Sigma$ at distance (in $\Sigma)$ at most $i-1$ from $v$ induces on $\Sigma$ an action of order at most two.

Notice that since $R$ stabilizes $v$ and all the links incident to both $v$ and $x$, it must stabilize $x$ and hence it indeed acts on $\Sigma$. Notice also that due to $\left(9.2 .2\right.$ (iii)) the property $\left(*_{2}\right)$ holds for all $\mathcal{G}$.

Define $V_{i}=H_{i} / H_{i+1}, i \geq 1$. By (9.2.5) $V_{i}$ is an elementary abelian 2-group. So we can view it as a vector space over $G F(2)$ and as a module for $H$.

Lemma 9.3.1 Suppose that $\left(*_{i}\right)$ holds. Then either:
(i) $V_{i-1}=1$, or
(ii) $\operatorname{dim} V_{i-1}=1$, or
(iii) $V_{i-1}$ is isomorphic to the $i$-th exterior power $\bigwedge^{i} U$ of the natural module $U$ of $H$.

Proof. Put $\Sigma=\Sigma[x]$ for an arbitrary element $x \in \operatorname{res}_{\mathcal{G}}(v)$ of type $n-i$. (so that $x$ is an $(n-i)$-subspace in the natural module $U$ of $H$ ). By ( $*_{i}$ ) the group $H_{i-1}$ induces on $\Sigma_{i}(v)$ (the set of vertices at distance $i$ from $v$ in $\Sigma)$ an action of order at most two. If the action is trivial then the same is true for all $\Sigma^{\prime}=\Sigma[y]$ for $y \in \operatorname{res}_{\mathcal{G}}(v)$ of type $n-i$ (because $H$ is transitive on all such $y$ ). By (9.1.5) every vertex in $\Delta_{i}(v)$ is contained in some $\Sigma^{\prime}$ as above and hence $H_{i-1}=H_{i}$, which implies $V_{i-1}=1$ and (i) holds.

So we can assume that $H_{i-1}$ induces on each $\Sigma_{i}(v)$ a group of order exactly two. Let $V=V_{i-1}$ and $V^{*}$ be the dual of $V$. Clearly, $H_{i}$ acts trivially on $\Sigma$ and hence the kernel of the action of $H_{i-1}$ on $\Sigma$ corresponds to a nonzero vector $v_{x}^{*} \in V^{*}$. Since every vertex from $\Delta_{i}(v)$ is contained in some $\Sigma=\Sigma[x]$, we have that the vectors $v_{x}^{*}$ generate $V^{*}$. (In particular, this implies that $Q$ centralizes $V$, as it fixes every $x$.) Consider now elements $x, y, z \in \operatorname{res}_{\mathcal{G}}(v)$ of type $n-i$ such that they are incident to common elements $t$ and $r$ of type $n-i+1$ and $n-i-1$ respectively. This means that

$$
x \cap y \cap z=r,\langle x, y, z\rangle=t
$$

(If $i=n-1$ then we skip $r$.) Suppose $g \in H_{i-1}$ acts trivially on $\Sigma[x]$ and $\Sigma[y]$. We claim that $g$ must also act trivially on $\Sigma[z]$. Suppose not, then $g$ acts non-trivially on the neighbours in $\Sigma[z]$ of some vertex $u \in \Sigma[z]$ at distance $i-1$ from $v$. Let $h \in H$ take $u$ to $u^{\prime}=u^{h} \in \Sigma[t]$. Then $g^{\prime}=g^{h}$ acts non-trivially on the neighbours of $u^{\prime}$ in $\Sigma[z]$. By $\left(*_{\mathbf{i}}\right)$ the action of $H_{i-1}$ on $\Sigma[z]$ is of order two. Hence $g$ and $g^{\prime}$ induce the same action on $\Sigma[z]$. In particular, $g$ acts non-trivially on the neighbourhood of $u^{\prime}$, and so we can assume that $u=u^{\prime}$ is contained in $\Sigma[t]$.

Now in the projective geometry $\operatorname{res}_{\mathcal{G}}(u)$ the elements $x$ and $y$ are two different subspaces containing $r$ with codimension 1 (two projective points if $i=n-1$ ). Since $g$ acts trivially on both $\Sigma[x]$ and $\Sigma[y]$ it fixes every link containing $u$ and contained in either of this subgraphs. Hence it fixes every link contained in $\Sigma[r]$ (every link containing $u$ if $i=n-1$ ). In particular, it fixes every link contained in $\Sigma[z]$, since $z$ is yet another subspace containing $r$ with codimension 1 and contained in $t$. This contradicts the fact that $g$ acts non-trivially on the neighbours of $u$ in $\Sigma[z]$.

We have shown that if $g$ acts trivially on $\Sigma[x]$ and $\Sigma[y]$ then it also acts trivially on $\Sigma[z]$. This means that $v_{z}^{*}$ is contained in the subspace generated by $v_{x}^{*}$ and $v_{y}^{*}$. There are two cases. If this subspace is 1 -dimensional then $v_{x}^{*}=v_{y}^{*}=v_{z}^{*}$. Since $H$ acts flag-transitively on $\operatorname{res}_{\mathcal{G}}(v)$ it acts transitively on the set of all triples $\{x, y, z\}$ which are incident to common elements of type $n-i-1$ and $n-i+1$. This immediately implies that all vectors $v_{x}^{*}$ are equal, and hence $V^{*}$ is 1-dimensional and (ii) holds.

If the subspace spanned by $v_{x}^{*}$ and $v_{y}^{*}$ is 2-dimensional then the three vectors $v_{x}^{*}, v_{y}^{*}$ and $v_{z}^{*}$ are pairwise distinct, and this implies a relation $v_{x}^{*}+v_{y}^{*}+v_{z}^{*}=0$. Again by flag-transitivity such a relation holds for every
triple $\{x, y, z\}$ as above. It follows from (3.1.3) that $V^{*}$ is a quotient of the ( $n-i$ )-th exterior power of the natural module $U$. Since $H / Q \cong L_{n}(2)$ is irreducible on the exterior powers, we finally conclude that $V^{*}$ is in fact isomorphic to the $\bigwedge^{n-i} U$. Since the dual of $\bigwedge^{n-i} U$ is $\bigwedge^{i} U$ (iii) holds.

If $V_{i-1}=1$, then $H_{i-1}=H_{i}$. In view of the vertex-transitivity of $G$ on $\Delta$ this implies that $H_{i-1}=1$. Let us see that the length of the normal series can also be bounded in the case when $\operatorname{dim} V_{i-1}=1$.

Lemma 9.3.2 If $\left|V_{i-1}\right|=2$ then $H_{i}=1$.
Proof. Suppose $g \in H_{i}$ and let $u \in \Delta_{1}(v)$. Then $g$ acts trivially on $\Delta_{i-1}(u)$. By our assumption the action of the point-wise stabilizer of $\Delta_{i-1}(u)$ on $\Delta_{i}(u)$ is of order two. Hence the action of $g$ is either trivial on each $\Delta_{i-1}(w), w \in \Delta_{1}(u)$, or it is non-trivial for all $w$. As the action is clearly trivial for $w=v$ we conclude that $g$ acts trivially on $\Delta_{i}(u)$. Since $u$ was arbitrary in $\Delta_{1}(v)$, it follows that $g \in H_{i+1}$, that is, $H_{i}=H_{i+1}$. Now the claim follows.

Here is one more lemma bounding the length of the normal series.
Lemma 9.3.3 If $\left(*_{n-1}\right)$ holds then $H_{n}=1$.
Proof. Let $g \in H_{n}$ and suppose $u \in \Delta_{n+1}(v)$. Let $w$ be a vertex in $\Delta_{2}(v) \cap \Delta_{n-1}(u)$. By (9.1.5) $v$ and $w$ are contained in some $\Theta=\Sigma[t]$ for a quint $t$, and similarly $w$ and $u$ are contained in some subgraph $\Sigma=\Sigma[r]$ for $r$ being a point (an element of type 1). It follows from (9.1.4) that $\Theta$ and $\Sigma$ meet in $\Sigma[a]$ for a link $a$ containing $w$. Now (9.2.2 (v)) implies that $\Sigma[a]$ contains a second vertex $w^{\prime}$ at distance at most two from $v$. Now observe that $g$ fixes elementwise the set $\Sigma_{\leq n-2}(w)$. Because of the property $\left(*_{n-1}\right)$, either $g$ acts trivially on $\Sigma$, or it acts non-trivially on $\Sigma_{n-2}(t)$ for every $t \in \Sigma_{1}(w)$. Since the latter condition fails for $t=w^{\prime}$ we conclude that $g$ acts trivially on $\Sigma$. In particular, $g$ fixes $u$. Since $u$ was an arbitrary vertex in $\Delta_{n+1}(v), g$ is contained in $H_{n+1}$. Thus, $H_{n}=H_{n+1}$, and hence $H_{n}=1$.

Lemma 9.3.4 Suppose that $\left(*_{n-1}\right)$ holds. Then, as an $H$-module, $H_{n-1}$ is isomorphic to a submodule of the GF(2)-permutational module on the vertices from $\Delta_{1}(v)$.

Proof. By the preceding lemma we have that $H_{n}=1$, so $H_{n-1}$ acts faithfully on $\Delta_{n}(v)$. Let $u \in \Delta_{1}(v)$. We claim that $H_{n-1}$ induces on $\Delta_{n-1}(u)$ an action of order two. It will be more convenient for us to prove the symmetric statement, namely, that $K=G_{n-1}(u)$ induces on $\Delta_{n-1}(v)$ an action of order two. Observe first that $V_{n-2} \cong \bigwedge^{n-1} U$. Indeed, according to (9.3.1), the only other possibilities are the trivial or 1-dimensional $V_{n-2}$, which would imply that $H_{n-1}=1$ (cf. (9.3.2)). Notice that the $\bigwedge^{n-1} U \cong U^{*}$. Thus, $V_{n-2}$ is the dual $U^{*}$ of natural module $U$. The action induced by $K$ on $\Delta_{n-1}$ is a subspace of $V_{n-2}$ invariant under the subgroup $H \cap G(u)$. Modulo $Q$, the latter subgroup maps onto the full
parabolic subgroup of $H / Q \cong L_{n}(2)$. Hence the action of $K$ on $\Delta_{n-1}(v)$ is either the entire $V_{n-2}$, or it is 1-dimensional, or trivial. In the first case, $K=H_{n-1}$, which implies $H_{n-1}=1$. Similarly, in the last case $K=H_{n}$, which again implies $H_{n-1}=1$. So as claimed, the action of $K$ on $\Delta_{i-1}(v)$ is 1-dimensional, and symmetrically, the action of $H_{n-1}$ on $\Delta_{n-1}(u)$ is also 1-dimensional.

Set $V=H_{n-1}$. By the previous paragraph, the kernel of the action of $V$ on $\Delta_{n-1}(u)$ is a hyperplane of $V$, which corresponds to a 1-dimensional subspace $\left\langle v_{u}^{*}\right\rangle$ of $V^{*}$. Now observe that $\Delta_{n}(v)$ is contained in the union of the sets $\Delta_{n-1}(u)$ taken for $u \in \Delta_{1}(v)$. This shows that the vectors $v_{u}^{*}$, $u \in \Delta_{1}(v)$, span $V^{*}$. Hence $V^{*}$ is a factor module of the permutational module on $\Delta_{1}(v)$. Equivalently, $V$ is a submodule of the same permutational module.

In quite a few cases we will face the situation when $H_{n-1}$ is a trivial module for $H$. This situation is refined by the following lemma

Lemma 9.3.5 In the hypothesis of (9.3.4) suppose that $H_{n-1}$ is in the centre of $H$. Then $\left|H_{n-1}\right| \leq 2$.

Proof. The result follows from the well known fact that the centre of the permutational module of a transitive permutation group is 1dimensional.

### 9.4 Normal series of the point stabiliser

The variety of the possible structures of the vertex stabilizer $H=G_{n}=$ $G\left(x_{n}\right)$ left by the results of the previous section can be further reduced if we play those results against the properties of other parabolics.

Let $1 \leq i \leq n-2$ if $\mathcal{G}$ is of $P$-type and $1 \leq i \leq n-1$ if $\mathcal{G}$ is of $T$-type. Let $G_{i}=G\left(x_{i}\right)$ be the stabiliser in $G$ of the element $x_{i}$ in the maximal flag $\Phi=\left\{x_{1}, \ldots, x_{n}\right\}$.

Recall that $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{i}\right)$ is the subgeometry in $\mathcal{G}$ formed by the elements incident to $x_{i}$ whose type is less than $i$. This residue is isomorphic to the projective $G F(2)$-space of rank $i-1$ (of course it is empty if $i=1$ ). Let $U_{i}^{-}$denote the universal representation module of the dual of $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$. Thus $U_{i}^{-}$is generated by pairwise commuting involutions indexed by the elements of type $i-1$ incident to $x_{i}$ and the product of three such involutions corresponding to $a, b$ and $c$ is the identity whenever $a, b$ and $c$ are incident to a common element of type $i-2$ (this element is also incident to $x_{i}$ ).

Similarly $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{i}\right)$ is the subgeometry formed by the elements in $\mathcal{G}$ incident to $x_{i+1}$ whose type is greater than $i$. Since $i \leq n-2$, the residue $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{i}\right)$ is a $P$ - and $T$-geometry (depending on the type of $\mathcal{G}$ ) of rank $n-i$. Let $U_{i}^{+}$be the universal representation module of $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{i}\right)$ (whose points and lines are the elements of type $i+1$ and $i+2$ incident to $x_{i}$ ).

Let $K_{i}$ be the kernel of the action of $G_{i}$ on $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$, so that $\bar{G}_{i}=G_{i} / K_{i}$ is a flag-transitive automorphism group of $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$. Let $\mathcal{G}\left(x_{i}\right)$ be the set
of elements $y_{i}$ of type $i$ in $\mathcal{G}$ such that there exists a premaximal flag $\Psi$ of cotype $i$ (depending on $y_{i}$ ) such that both

$$
\Psi \cup\left\{x_{i}\right\} \text { and } \Psi \cup\left\{y_{i}\right\}
$$

are maximal flags. Since $\mathcal{G}$ belongs to a string diagram $y_{i} \in \mathcal{G}\left(x_{i}\right)$ if and only if there is an element of type $i-1$ incident to both $x_{i}$ and $y_{i}$ and an element of type $i+1$ incident to both $x_{i}$ and $y_{i}$. Let $L_{i}$ be the kernel of the action of $K_{i}$ on the set $\mathcal{G}\left(x_{i}\right)$.

Proposition 9.4.1 In the above terms the quotient $E_{i}:=K_{i} / L_{i}$ is an elementary abelian 2-group and as a module for $\bar{G}_{i}$ the dual $E_{i}^{*}$ of $E_{i}$ is isomorphic to a quotient of the tensor product $U_{i}^{-} \otimes U_{i}^{+}$.

Proof. Without loss of generality we can assume that $E_{i} \neq 1$. If $\Psi$ is a premaximal flag of cotype $i$ in $\mathcal{G}$ incident to $x_{i}$ (i.e., such that $\Psi \cup\left\{x_{i}\right\}$ is a maximal flag) then $\operatorname{res}_{\mathcal{G}}(\Psi)$ consists of three elements of type $i$, one of which is $x_{i}$. Let $g \in K_{i}$. Since $K_{i}$ acts trivially on $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right), g$ stabilizes every triple $\operatorname{res}_{\mathcal{G}}(\Phi)$ as above, fixing $x_{i}$ as well. It follows that $g^{2}$ acts trivially $\mathcal{G}\left(x_{i}\right)$ and hence $g^{2} \in L_{i}$. This proves that $E_{i}$ is an elementary abelian 2-group.

With $\Psi$ as above consider the action of $K_{i}$ on $\operatorname{res}_{\mathcal{G}}(\Psi)$ (of size 3). If this action is trivial for some $\Psi$ then, because of the flag-transitivity of $G_{i}$ on $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$, the action is trivial for every such $\Psi$. Hence $K_{i}=L_{i}$ and $E_{i}=1$, contradicting our assumption. Thus, the kernel of the action of $K_{i}$ on $\operatorname{res}_{\mathcal{G}}(\Psi)$ is a subgroup of index 2 , and it corresponds to a hyperplane in $E_{i}$, or, equivalently, a 1-subspace $\left\langle e_{\Phi}\right\rangle$ in the dual $E_{i}^{*}$.

Suppose $j$ is a type in the diagram of $\mathcal{G}$, adjacent to $i$. That is, $j=i-1$ or $j=i+1$. Pick a flag $\Xi$ in $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$ of cotype $j$. (In the entire $\mathcal{G}$ the flag $\Psi$ has cotype $\{i, j\}$.) Then $\operatorname{res}_{\mathcal{G}}\left(\left\{x_{i}\right\} \cup \Xi\right)=\{a, b, c\}$ for some elements $a$, $b$ and $c$ of type $j$. We claim that the following relation holds in $E^{*}$ :

$$
e_{\{a\} \cup \Xi}+e_{\{b\} \cup \Xi}+e_{\{c\} \cup \Xi}=0 .
$$

Indeed, a group theoretic equivalent of this relation is that $K_{i}$ induces on

$$
\Omega:=\operatorname{res}_{\mathcal{G}}(\{a\} \cup \Xi) \cup \operatorname{res}_{\mathcal{G}}(\{b\} \cup \Xi) \cup \operatorname{res}_{\mathcal{G}}(\{c\} \cup \Xi)
$$

an action of order four. (Notice that if $e_{\{a\} \cup \Xi}=e_{\{b\} \cup \Xi}$ then also $e_{\{a\} \cup \Xi}=$ $e_{\{c\} \cup \Xi}$ since the stabilizer in $G_{i}$ of $\Xi$ is transitive on $\{a, b, c\}$. Then the action on $\Omega$ is of order two.) Now observe that $\Omega$ is fully contained in $\operatorname{res}_{\mathcal{G}}(\Xi)$. If $\mathcal{G}$ is of tilde type, $i=n-1$ and $j=n$ then the fact that the action of $K_{i}$ on $\Omega$ is of order four is recorded in (9.2.2 (ii)). In all other cases, $\operatorname{res}_{\mathcal{G}}(\Xi)$ is a projective plane of order two, and the desired property can be checked directly.

It remains to see that the relations we have just established indeed mean that $E_{i}^{*}$ is a quotient of $U_{i}^{-} \otimes U_{i}^{+}$. First let $i=1$. Notice that $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{1}\right)=\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ and $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{1}\right)=\emptyset$. According to our definitions, the second factor in the tensor product is trivial (1-dimensional). So we need to show that $E^{*}$ is a quotient of $U_{i}^{+}=V\left(\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)\right)$. Observe that if $\Psi$ and
$\Psi^{\prime}$ are two maximal flags from $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ then $e_{\Psi}=e_{\Psi^{\prime}}$ whenever $\Psi$ and $\Psi^{\prime}$ contain the same element of type 2 . So instead of $e_{\Psi}$ we can write $e_{y}$, where $y$ is the element of type 2 from $\Psi$. It remains to notice that the elements of type 2 are the points of $\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)$ and that the sets $\{a, b, c\}=\operatorname{res}_{\mathcal{G}}\left(\left\{x_{i}\right\} \cup \Xi\right)$ are the lines, where $\Xi$ is a flag of $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ of cotype 2 . So the relations we have established for $E^{*}$ are exactly the relations from the definition of $V\left(\operatorname{res}_{\mathcal{G}}\left(x_{i}\right)\right)$.

Let now $i \geq 2$. Then $e_{\Psi}=e_{\Psi^{\prime}}$ whenever $\Psi$ and $\Psi^{\prime}$ contain the same elements $y$ and $z$ of types $i-1$ and $i+1$, respectively. So we can write $e_{y z}$ in place of $e_{\Psi}$. With this notation the relations we established state that (1) $e_{y a}+e_{y b}+e_{y c}=0$ for every line $\{a, b, c\}$ from $\operatorname{res}_{\mathcal{G}}^{+}(x)$, and (2) $e_{a z}+e_{b z}+e_{c z}=0$ for every line $\{a, b, c\}$ from $\operatorname{res}_{\mathcal{G}}^{-}(x)$. According to (2.4.2) these relations define $U_{i}^{-} \otimes U_{i}^{+}$. So $E_{i}^{*}$ is a quotient of the latter module.

The case $i=1$ is of a particular importance for us and we summarize this case in the following (notice that $L_{1}$ is the kernel of the action of $K_{1}$ on the set of points collinear to $x-1$.)

Corollary 9.4.2 In the above terms the quotient $K_{1} / L_{1}$ is an elementary abelian 2-group and its dual is a $\bar{G}_{1}$-admissible representation module of $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ i.e., a quotient of the universal representation module $V\left(\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)\right)$ over a subgroup normalized by $\bar{G}_{1}$.

In the remainder of the section we deal with the case $i=1$ only. We will again be working with the derived graph $\Delta$ of $\mathcal{G}$. Let $\Sigma=\Sigma\left[x_{1}\right]$ (notice that the vertex $x_{n}$ is contained in $\Sigma$ ).

Lemma 9.4.3 The subgroup $L_{1}$ acts trivially on $\operatorname{res}_{\mathcal{G}}(u)$ for every vertex $u$ of $\Sigma$.

Proof. Let $u$ be a vertex of $\Sigma$ (which is an element of type $n$ in $\mathcal{G}$ ) and let $y_{1} \neq x_{1}$ be an element of $\operatorname{res}_{\mathcal{G}}(u)$ of type 1 . Since $\operatorname{res}_{\mathcal{G}}(u)$ is a projective space, $x_{1}$ and $y_{1}$ are collinear points and hence they are both incident to an element $z$ of type 2 (which is a line). Since $\mathcal{G}$ has a string diagram, $x_{1}, y_{1} \in \operatorname{res}_{\mathcal{G}}(\Psi)$ for every flag $\Psi$ cotype 1 that contains $z$. Hence $L_{1}$ stabilizes $y_{1}$. Since $y_{1}$ was arbitrary, $L_{1}$ stabilizes every point of the projective space $\operatorname{res}_{\mathcal{G}}(u)$ and so $L_{1}$ acts trivially on $\operatorname{res}_{\mathcal{G}}(u)$.

Let $N_{1}$ be the joint stabilizer of all the vertices adjacent to $\Sigma=\Sigma\left[x_{1}\right]$ in $\Delta$. Let us introduce the following property of $\mathcal{G}$ and $G$ :
$(* *) L_{1} \neq N_{1}$.
Lemma 9.4.4 If (**) holds then $\mathcal{G}$ is of tilde type and
(i) $L_{1} / N_{1}$ has order 2 ;
(ii) every $g \in L_{1} \backslash N_{1}$ acts fixed-point freely on the set of vertices adjacent to $\Sigma$;
(iii) $Q \neq H_{1}$;
(iv) the property $(* *)$ holds for $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ with respect to the action of $\bar{G}_{1}$ on it.

Proof. The fact that $\mathcal{G}$ must be of tilde type follows from (9.4.3) and the definition of $N_{1}$. Suppose that $g \in L_{1} \backslash N_{1}$. Suppose further that $a$ is a link incident with a vertex $u$ of $\Sigma=\Sigma\left[x_{1}\right]$ but not incident with $x_{n}$ (notice that $g$ fixes $a$ by (9.4.2)). We claim that $g$ permutes the two vertices of $a$ other than $u$ (since $\mathcal{G}$ is of tilde type every link consists of three vertices). Indeed, suppose $g$ fixes all three vertices of $a$. Let $\Theta=\Sigma[z]$ be a quint containing $\Sigma[a]$. Let $b$ be the link incident to both $z$ and $x$. Then $g$ acts trivially on both $\Sigma[a]$ and $\Sigma[b]$ and (9.2.2 (ii)) implies that $g$ fixes all the neighbours of $u$ in $\Theta$. Furthermore, since $g$ stabilizes all links incident to any vertex of $\Sigma[b],(9.2 .2$ (iv)) implies that $g$ acts trivially on the entire $\Theta$. Since $\Theta$ was arbitrary, $g$ acts trivially on the set of neighbours of $u$ in $\Delta$. Also, observe that if $u^{\prime}$ is a neighbour of $u$ in $\Sigma$ then some $\Theta$ contains $u^{\prime}$ and a link $a^{\prime}$ incident with $u^{\prime}$ but not with $x_{1}$. Since $g$ must fix the three vertices of $\Sigma\left[a^{\prime}\right]$ we can use the connectivity argument to deduce that $g$ fixes every neighbour of $\Sigma$. So $g \in N_{1}$, a contradiction. Thus, $g$ must act non-trivially on every $\Sigma[a]$ where $a$ is a link incident to a point of $\Sigma$, but not incident to $x$. This proves (i) and (ii).

To prove (iii) observe that by (9.4.3) an element $g \in L_{1} \backslash N_{1}$ is contained in $Q$, while (ii) implies that $g \notin H_{1}$.

For (iv), consider an element $y_{1} \in \operatorname{res}_{\mathcal{G}}\left(x_{n}\right)$ of type $1, y_{1} \neq x_{1}$. Let $z$ be the element of type 2 , that is incident with both $x_{1}$ and $y_{1}$, and let $g \in L_{1} \backslash N_{1}$. Then in its action on $\Sigma\left[y_{1}\right]$ the element $g$ fixes $\Sigma[z]$ vertex-wise and it stabilizes all the links incident to the vertices of $\Sigma[z]$. On the other hand, by (ii), $g$ acts non-trivially on the neighbours of $\Sigma[z]$ in $\Sigma[y]$. So $\Sigma[z]$ satisfies ( $* *$ ).

Lemma 9.4.5 If the property $\left(*_{i}\right)$, holds for every $2 \leq i \leq k$ (where $k \leq$ $n-1)$ then $N_{1}$ fixes all vertices at distance at most $k$ from $\Sigma\left[x_{1}\right]$.

Proof. We will prove the assertion by induction on the distance. If $u$ is at distance one from $\Sigma=\Sigma\left[x_{1}\right]$ then $N_{1}$ fixes $u$ by the definition. Now suppose it is known that all vertices at distance at most $i-1$ from $\Sigma$ are fixed by $N_{1}$, where $2 \leq i \leq k$. Suppose $u$ is at distance $i$ from $\Sigma$. By (9.1.5) there exists an element $y$ of type $n-i$ such that $\Sigma[y]$ contains $u$ and a vertex $w$ of $\Sigma$. By (9.1.4) both $\Sigma$ and $\Sigma[y]$ contain $\Sigma[z]$ for some $z$ for some $z$ of type $n-i+1$. In particular this means that $\Sigma$ and $\Sigma[y]$ share some link $\Sigma[a]$ containing $w$. Let $w^{\prime} \in \Sigma[a]$ with $w^{\prime} \neq w$. By (9.4.3) $N_{1}$ stabilizes $y$, and so it acts on $\Sigma[y]$. Since by the inductive assumption $N_{1}$ stabilizes all vertices at distance at most $i-1$ from either $w$ or $w^{\prime}$, and since ( $*_{i}$ ) holds by the assumption of the lemma, we conclude from (9.4.3) that $N_{1}$ must act trivially on $\Sigma[y]$. In particular, $N_{1}$ fixes $u$.

Lemma 9.4.6 Suppose $\left(*_{i}\right)$ holds for every $2 \leq i \leq n-1$. Then $\left|N_{1}\right| \leq 2$.
Proof. Suppose $N_{1} \neq 1$ and let $g \in N_{1}^{\#}$. By (9.4.5) $g \in H_{n-1}$. In view of (9.3.3) the action of $H_{n-1}$ on $\Delta_{n}(v)$ is faithful. Therefore, in order
to prove that $\left|N_{1}\right|=2$ it is sufficient to show that the action of $g$ on $\Delta_{n}(v)$ is uniquely determined. Let $w \in \Delta_{n}(v)$ and let $u$ be a neighbour of $v$ such that the distance between $u$ and $w$ in $\Delta$ is $n-1$. By (9.1.5) the shortest path between $u$ and $w$ is contained in $\Sigma[y]$ for a point $y$ (so that $u$ and $w$ are at distance $n-1$ in $\Sigma[y]$ ).

If $\Sigma[y]$ meets $\Sigma=\Sigma\left[x_{1}\right]$ in a vertex then $\left(*_{n-1}\right)$ and (9.4.5) show that $g$ fixes $\Sigma[y]$ vertex-wise. So we only need to consider the case where $y$ is not incident to the link $a$ that is incident to both $v$ and $u$. We claim that for such a $y$ the action of $g$ on $\Sigma[y]$ is nontrivial. In view of $\left(*_{n-1}\right)$ the action of $g$ on $\Sigma[y]$ is then unique and the lemma follows.

Thus it suffices to show that $g$ acts on $\Sigma[y]$ non-trivially. Suppose ad absurdum that $g$ fixes every vertex of $\Sigma[y]$. We will show that in this case $g$ must act trivially on every $\Sigma[z]$, where $z \in \operatorname{res}_{\mathcal{G}}(u)$ is a point not incident to $a$. By (9.1.4) the intersection of $\Sigma[y]$ and $\Sigma[z]$ contains a link on $u$. Let $t$ be a vertex of this link, $t \neq u$. Let $\Theta=\Sigma[q]$ be a quint containing the path $(v, u, t)$ (compare (9.1.5)). It follows from (9.1.4) that $\Sigma$ and $\Theta$ share a link on $v$. Let $v^{\prime} \neq v$ be a vertex of that link that is at distance at most two from $t$ (see (9.2.2 (v))) and let $u^{\prime}$ be the common neighbour in $\Theta$ of $v^{\prime}$ and $t$. Let $a^{\prime}$ be the link incident to $v^{\prime}$ and $u^{\prime}$. If $u^{\prime}$ is in $\Sigma$ then $g$ fixes all vertices of $\Sigma[z]$ at distance at most $n-2$ from $u$ or $t$. Then $\left(*_{n-1}\right)$ implies that the action of $g$ on $\Sigma[z]$ is trivial. So without loss of generality we may assume that $u^{\prime} \notin \Sigma$. Finally, let $y^{\prime} \in \operatorname{res}_{\mathcal{G}}\left(u^{\prime}\right)$ be a point incident to $t$, but not to $v^{\prime}$.

Observe that $g$ stabilizes in $\Sigma\left[y^{\prime}\right]$ all the vertices at distance at most $n-2$ from $u^{\prime}$. Besides, it fixes all the vertices in the intersection of $\Sigma[y]$ and $\Sigma\left[y^{\prime}\right]$. By (9.1.4) the component of the intersection containing $t$ coincides with $\Sigma[r]$ for some $r$ of type 2. Observe that $\Sigma[r]$ cannot contain $u^{\prime}$ because it cannot contain the entire quint $\Sigma[q]$. Due to $\left(*_{n-2}\right)$, we must now have that $g$ fixes $\Sigma\left[y^{\prime}\right]$ vertex-wise. (Indeed, if $X$ is the group induced on $\Sigma\left[y^{\prime}\right]$ by its stabilizer in $G$, then the stabilizer of $u^{\prime}$ in $X$ acts transitively on the set of subgraphs $\Sigma\left[r^{\prime}\right]$ of $\Sigma\left[y^{\prime}\right]$ at distance one from $u^{\prime}$. So by $\left(*_{n-1}\right)$ if $g$ acts trivially on one of them then it must act trivially on all of them.)

Symmetrically, since $g$ acts trivially on $\Sigma\left[y^{\prime}\right]$, we can now show that it also acts trivially on $\Sigma[z]$. Since $z$ was arbitrary, $g$ fixes all vertices at distance $n$ from $v$, that is, $g \in H_{n}=1$, a contradiction.

### 9.5 Pushing up

In this section we only consider the case where $\mathcal{G}$ is of Petersen type. We apply some pushing up technique to reduce further the structure of $H_{n-1}$ under the condition $\left(*_{n-1}\right)$. First we recall some basic notions and results.

Suppose that $T$ is a $p$-group for a prime number $p$. Then the Thompson subgroup $J(T)$ of $T$ is generated by all elementary abelian subgroups $A$ of $T$ of maximal rank. Observe that $J(T) \neq 1$, if $T \neq 1$. The following is a further important property of the Thompson subgroup.

Lemma 9.5.1 Let $T$ be a p-group and $Q \leq T$. If $J(T) \leq Q$ then $J(T)=$ $J(Q)$.

By $\Omega_{1}(T)$ we denote the subgroup in $T$ generated by the elements of order $p$ in $T$. For a group $G$, a faithful $G F\left(p^{f}\right)$-module $V$ of $G$ is said to be an $F F$-module (failure-of-factorisation module) if for some elementary abelian subgroup $A \neq 1$ of $G$ we have

$$
|A| \geq\left|V / C_{V}(A)\right|
$$

A subgroup $A$ with this property is called an offending subgroup (or just an offender).

Proposition 9.5.2 Suppose that $G$ is a group, $Q$ is a normal p-subgroup of $G$, and $T$ is a p-subgroup of $G$ such that $Q \leq T$. Let $V=\Omega_{1}(Z(Q))$ and suppose $C_{G}(V)=Q$. Let $\bar{G}=G / Q$. Then one of the following holds:
(i) $J(T)=J(Q)$; or
(ii) $V$ is an $F F$-module for $\bar{G}$ over $G F(p)$, and $\bar{T}$ contains an offending subgroup.

Proof. Suppose $A$ is an elementary abelian subgroup of $T$ of maximal rank. If every such $A$ is contained in $Q$ then $J(T)=J(Q)$ and (i) holds. Thus, without loss of generality we may assume that $A \not \leq Q$. Observe that $C_{A}(V)=A \cap Q$ and so $(A \cap Q) V$ is elementary abelian. Hence

$$
|A| \geq|(A \cap Q) V|=\frac{|A \cap Q| \cdot|V|}{|(A \cap Q) \cap V|}
$$

Since $(A \cap Q) \cap V=A \cap V \leq C_{V}(A)=C_{V}(\bar{A})$, we finally obtain that $|\bar{A}| \geq\left|V / C_{V}(\bar{A})\right|$, that is, $\bar{A} \neq 1$ is an offending subgroup in $\bar{T}$ and so (ii) holds.

We can now apply this proposition to reduce the structure of $H_{n-1}$.
Lemma 9.5.3 Suppose that $\mathcal{G}$ is of Petersen type and $\left(*_{n-1}\right)$ holds. Then $H_{n-1}=V_{n-1}$ is a submodule of the direct sum of the 1-dimensional module and the module dual to natural.

Proof. It follows from (9.3.3) and (9.3.4) that $H_{n-1}=V_{n-1}$ is isomorphic, as an $H$-module, to a submodule of the permutational module $\mathcal{P}^{1}$ on points of the projective space $\Delta_{1}(v)$. (We will be using the notation introduced in Section 3.2.) The structure of this module is described in (3.2.7) and (3.3.5). In particular, unless the conclusion of the lemma holds, the submodule corresponding to $H_{n-1}$ must contain $\mathcal{X}(n-2)$. That is, as an $H$-module, $H_{n-1}$ must have at least two nontrivial composition factors: a composition factor $W_{1}$, isomorphic to the dual of the natural module, $U^{*}$, and another one, $W_{2}$, isomorphic to the second exterior power of the dual of the natural module, $\bigwedge^{2} U^{*}$. In particular, $Q=C_{H}\left(H_{n-1}\right)$.

We will apply (9.5.3) for $G=H=G(v)$. Let $T=O_{2}(G(v) \cap G(u))$, where $u \in \Delta_{1}(v)$. Let also $V=\Omega_{1}(Z(Q))$ and $\bar{H}=H / Q$. Clearly, $H_{n-1} \leq$ $V$. In particular, $Q=C_{H}(V)$, because $Q=C_{H}\left(H_{n-1}\right)$. According to (9.5.3), either $J(T)=J(Q)$, or $V$ is an $F F$-module and $\bar{T}$ contains an
offending subgroup. If $J(T)=J(Q)$ then $J(T)$ is normal in $H$, as well as in the stabilizer of the edge $\{v, u\}$. By (9.2.1) this means that $J(T)$ acts trivially on $\Delta$; a contradiction. It remains to rule out the possibility that $\bar{T}$ contains an offending subgroup.

Suppose $\bar{A} \leq \bar{T}$ is an offending subgroup. If $\bar{x} \in \bar{A}^{\#}$ then $C_{W_{1}}(\bar{x})$ has index two in $W_{1}$, while the index of $C_{W_{2}}(\bar{x})$ in $W_{2}$ is $2^{n-2}$. Therefore, $|\bar{A}| \geq\left|V / C_{V}(\bar{A})\right| \geq 2^{n-1}=|\bar{T}|$. Hence, $\bar{A}=\bar{T}$. However, the index of $C_{W_{2}}(\bar{T})$ in $W_{2}$ exceeds $2^{n-2}$, which implies that the index of $C_{V}(\bar{T})$ in $V$ exceeds $2^{n-1}=|\bar{T}|$. Thus, $\bar{T}$ cannot be an offending subgroup.

## Chapter 10

## Shapes of amalgams

As above we, fix a vertex $v=x_{n}$ and a point $x_{1}$ incident to $x_{n}$. The parabolics $H=G_{n}$ and $G_{1}$ were defined as the stabilizers in $G$ of $v=x_{n}$ and $x_{1}$, respectively. In Section 9.2 we introduced a normal series

$$
G_{n}=H \unrhd Q \unrhd H_{1} \unrhd \ldots \unrhd H_{i} \unrhd \ldots
$$

in which all the factors except for $H / Q$ (which will be shown to be $L_{n}(2)$ in all the cases) are elementary abelian 2-groups and $H_{n}=1$ provided the condition $\left(*_{n-1}\right)$ holds (cf. Lemma 9.3.3). In Section 9.4 we have shown that $G_{1}$ possesses a normal series

$$
G_{1} \unrhd K_{1} \unrhd L_{1} \unrhd N_{1},
$$

where the index of $N_{1}$ in $L_{1}$ is at most 2 by Lemma 9.4.4 (i) and if $\left(*_{i}\right)$ holds for every $2 \leq i \leq n-1$, then $N_{1}$ is itself of order at most 2 by Lemma 9.4.6. Finally $E=K_{1} / L_{1}$ is an elementary abelian 2-group whose dual $E^{*}$ is a $\bar{G}_{1}$-admissible representation module of the point-residue $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ by Lemma 9.4.2. In the present chapter we will compare the structures of $G_{n}$ and $G_{1}$, which are related via $G_{1 n}=G_{1} \cap G_{n}$. This will allow us to compile a relatively short list of possible shapes (by which we currently just mean the information about the normal factors) of $G_{n}$ and $G_{1}$ summarized in Tables VIII a and VIII b. In the next chapter some of these shapes will be shown to be impossible, and the others will lead to the actual examples.

### 10.1 The setting

Notice first that due to our inductive approach we assume that in the $P$ - or $T$-geometry $\mathcal{G}$ of rank $n$ under consideration the point residue $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is a known $P$ - or $T$-geometry, of rank $n-1$. In Tables VII a and VII b we record the structure of $H=G_{n}$ for the known examples. The information in these tables enables us to decide, in particular, in which cases the condition $\left(*_{i}\right)$ holds for the geometry $\mathcal{G}$ under consideration.

Table VII a. Vertex stabilizers in the known $P$-geometries

| rank | $G$ | $V_{1}$ | $V_{2}$ | $V_{3}$ | $V_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $A l t_{5}$ |  |  |  |  |
| 2 | Sym $_{5}$ | 2 |  |  |  |
| 3 | $(3 \cdot) M_{22}$ | $2^{3}$ |  |  |  |
| 3 | $(3 \cdot)$ Aut $M_{22}$ | $2^{3}$ | 2 |  |  |
| 4 | $M_{23}$ |  |  |  |  |
| 4 | $\left(3^{23 \cdot} \cdot\right) C o_{2}$ | $2^{6}$ | $2^{4}$ | 2 |  |
| 4 | $J_{4}$ | $2^{6}$ | $2^{4}$ | $2^{4}$ |  |
| 5 | $\left(3^{4371} \cdot\right) B M$ | $2^{10}$ | $2^{10}$ | $2^{5}$ | $2^{5}$ |

Table VII b. Vertex stabilizers in the known $T$-geometries

| rank | $G$ | $Q / H_{1}$ | $V_{1}$ | $V_{2}$ | $V_{3}$ | $V_{4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $3 \cdot$ Alt $_{6}$ | $2^{2}$ |  |  |  |  |
| 2 | $3 \cdot S_{m}$ | $2^{2}$ | 2 |  |  |  |
| 3 | $M_{24}$ | $2^{3}$ | $2^{3}$ | 2 |  |  |
| 3 | $H e$ | $2^{3}$ | $2^{3}$ | 2 |  |  |
| 4 | $C o_{1}$ | $2^{4}$ | $2^{6}$ | $2^{4}$ | 2 |  |
| 5 | $M$ | $2^{5}$ | $2^{10}$ | $2^{10}$ | $2^{5}$ | $2^{6}$ |
| $n$ | $3^{[n]_{2}} \cdot S p(2 n, 2)$ | $2^{n}$ | $2^{\frac{n(n-1)}{2}}$ |  |  |  |

In the next section we start considering the concrete variants. Our method of comparing the structures of $G_{1}$ and $G_{n}$ will be very simple. Given the normal factors of $G_{1}$ and $G_{n}$ we can compute the chief factors of $G_{1 n}$ in two different ways and compare the results.

Notice that the kernel $K_{1 n}$ of the action of $G_{1 n}$ on $\operatorname{res}_{\mathcal{G}}\left(\left\{x_{1}, x_{n}\right\}\right)$ coincides with $O_{2}\left(G_{1 n}\right)$ and

$$
\bar{G}_{1 n}=G_{1 n} / K_{1 n} \cong L_{n-1}(2),
$$

since $\bar{G}_{n} \cong L_{n}(2)$.
Let $m_{i}(F)$ be the number of chief factors of $G_{1 n}$ inside $K_{1 n}$, isomorphic to $F$ and calculated by restricting to $G_{1 n}$ of the normal structure of $G_{i}$ (where $i=1$ or $n$ ). We will use the following notation: $T$ for the trivial 1-dimensional module; $N$ for the natural module of $\bar{G}_{1 n}$ (whose non-zero vectors are indexed by the elements of type 2 incident to $x_{1}$ and $x_{n}$ ); $N^{*}$ for the dual natural module; $X$ for any non-trivial module (in many cases $\left.m_{i}(X)=m_{i}(N)+m_{i}\left(N^{*}\right)\right)$ and others.

### 10.2 Rank three case

In this section we consider the case $n=3$. The condition $\left(*_{2}\right)$ holds due to (9.2.2 (iii)). So (9.3.1), (9.3.3), (9.3.4), (9.4.5), and (9.4.6) apply. In particular, these results imply that $Q=K_{3}$ is a (finite) 2-group. It follows that $\bar{G}_{13} \cong S y m_{3} \cong L_{2}(2)$ and every chief factor $G_{13}$ inside $K_{3}$ is an elementary abelian 2 -groups of rank one (the trivial module $T$ ) or two (the natural module $N$ ).

Let first $\mathcal{G}$ be a Petersen type geometry. Then $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(A l t_{5}\right)$ and $\bar{G}_{1} \cong A l t_{5}$ or $S y m_{5}$.

Suppose first that $K_{1}=L_{1}$. Then, since the image of $G_{13}$ in $\bar{G}_{1}$ is Sym or $S y m_{3} \times 2$ in view of (9.4.5) and (9.4.6), we conclude that $m_{1}(N)=0$. This is clearly impossible since the image of $G_{13}$ in $\bar{G}_{3}$ is isomorphic to $S^{S} m_{4}$, which implies that $m_{3}(N) \geq 1$. Thus $E:=K_{1} / L_{1}$ is non-trivial and by (9.4.2) $E^{*}$ is a $\bar{G}_{1}$-admissible representation module of $\mathcal{G}\left(A l t_{5}\right)$. By (3.9.2) and (8.2.3 (v)) we conclude that $E$, as a module for $O^{2}\left(\bar{G}_{1}\right) \cong$ $A l t_{5}$ is an indecomposable extension of the (self-dual) 4-dimensional natural module by a trivial module of dimension 1 or 2 . This means particularly that

$$
m_{1}(N)=2 .
$$

One of the 2-dimensional chief factors appears in the image of $G_{13}$ in $\bar{G}_{3}$ which leaves just one 2-dimensional chief factor of $G_{13}$ inside $K_{3}$. Therefore, $G_{3}$ has a unique non-trivial chief factor in $K_{3}$. It now follows from (9.3.1) and (9.3.2) that $V_{1} \cong 2^{3}$. Furthermore, since $G_{3}$ has a unique nontrivial chief factor in $K_{3},(9.3 .4)$ and (9.3.5) imply that $\left|H_{2}\right| \leq 2$.

Now we are ready to prove the following.
Proposition 10.2.1 Let $\mathcal{G}$ be a P-geometry of rank 3 and $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Then $\bar{G}_{1} \cong \operatorname{Sym}_{5}, \bar{G}_{3} \cong L_{3}(2)$ and either
(i) $K_{1}$ is the natural 4-dimensional module for $\bar{G}_{1}$ and $K_{3} \cong 2^{3}$ is the dual natural module of $\bar{G}_{3}$ ( $M_{22}$-shape), or
(ii) $K_{1}$ is the natural module of $\bar{G}_{1}$ indecomposably extended by the trivial 1-dimensional module and $K_{3}$ is an extension of the trivial 1dimensional module by the dual natural module of $\bar{G}_{3}$ (Aut $M_{22}$ shape).

Proof. Since $H_{1} \neq H_{2}$, we must have $\bar{G}_{1} \cong \operatorname{Sym}_{5}$. Suppose first that $H_{2}=1$. Then $\left|K_{1}\right|=2^{4}$, hence $L_{1}=1$ and $K_{1}$ is the (natural) module for $\bar{G}_{1} \cong$ Sym $_{5}$ and we are in case (i).

Suppose now that $\left|H_{2}\right|=2$. Then $\left|K_{1}\right|=2^{5}$. Observe that $H_{2}$ acts trivially on $\Sigma\left[x_{1}\right]$ (which is the Petersen graph of diameter 2) and hence $H_{2} \leq K_{1}$. If $H_{2} \leq L_{1}$ then $H_{2}$ is normal in both $G_{3}$ and $G_{1}$, which is impossible by (9.2.1). Hence $L_{1}=1$ and we are in case (ii).

Now suppose that $\mathcal{G}$ is of tilde type. We first deal with the exceptional configuration from (9.2.8).

Proposition 10.2.2 If $Q=H_{1}$, then $G_{1} \cong 3 \cdot$ Alt $_{6}$ and $G_{3} \cong L_{3}(2)\left(\right.$ Alt $_{7}-$ shape).

Proof. Since $Q=H_{1}$ we have $H / H_{1} \cong L_{3}(2)$. Note that $G_{3}=H$ acts transitively on the set of links incident to $x_{3}$ and that the stabilizer of such a link induces on the three vertices incident to the link a group $S y m_{3}$. This means, in particular, that $G_{3}$ is transitive on the 14 vertices from $\Delta_{1}\left(x_{3}\right)$. This uniquely specifies the action of $H / H_{1} \cong L_{3}(2)$ on $\Delta_{1}\left(x_{3}\right)$ as on the cosets of a subgroup $A l t_{4}$. One of the properties of this action is that the stabilizer of $x_{1}$ in $H / H_{1}$ (isomorphic to Sym $m_{4}$ ) acts faithfully on $\Sigma_{1}\left(x_{3}\right)$ (where as usual $\Sigma=\Sigma\left[x_{1}\right]$ ). It follows that the vertex-wise stabilizer of $\Sigma_{1}\left(x_{3}\right)$ acts trivially on the entire $\Delta_{1}\left(x_{3}\right)$. In particular, $K_{1}$ acts trivially on $\Delta_{1}\left(x_{3}\right)$. Since $G_{1}$ acts transitively on the vertex set of $\Sigma$, we conclude that

$$
K_{1}=L_{1}=N_{1} .
$$

By (9.4.6) this means that $\left|K_{1}\right| \leq 2$. Therefore, $\left|G_{13}\right| \leq 2^{5} \cdot 3$, which implies that $\left|H_{1}\right| \leq 4$. By (9.3.1) and (9.3.2), we now have that $H_{2}=1$ and $\left|H_{1}\right| \leq 2$. We claim that in fact $H_{1}=1$. Indeed, consider a vertex $u$ adjacent to $x_{3}$ and the stabilizer $G\left(x_{3}, u\right)=H(u)$ of $x_{3}$ and $u$. Clearly, $H(u)$ induces on $\Delta_{1}(u)$ a group Alt $_{4}$. Since $H_{1}$ is normal in $H(u)$ and since $A l t_{4}$ has no normal subgroup of index two, $H_{1}$ must act trivially on $\Delta_{1}(u)$. Since $u$ was arbitrary we have that $H_{1}=H_{2}$ and hence, $H_{1}=1$. Thus, $G_{3}=H \cong L_{3}(2)$ and, clearly, $G_{1} \cong 3 \cdot A l t_{6}$ (since $\left|G_{13}\right|=2^{3} \cdot 3$ ).

Now suppose $Q \neq H_{1}$ and hence $Q / H_{1} \cong 2^{3}$ by (9.2.4). We will next discuss $H_{2}$. By (9.2.2), $H_{2}$ fixes $\Sigma$ vertex-wise. That is, $H_{2} \leq K_{1}$.

Lemma 10.2.3 The image of $H_{2}$ in $E=K_{1} / L_{1}$ has order at most $2^{3}$.
Proof. Let $\left(E^{*}, \varphi\right)$ be the representation of $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ as in (9.4.2). Then $\varphi$ is defined on the set of links contained in $\Sigma$ and if $y$ is such a
link then $\varphi(y)$ is the subgroup of index 2 in $E$ (a 1-subspace in $E^{*}$ ) which is the elementwise stabilizer of the pair $\left\{\Sigma_{1}, \Sigma_{2}\right\}$ of quints, other than $\Sigma$ containing $y$.

An element $g \in H_{2}$ fixes every vertex at distance at most 2 from $x_{3}$ in the derived graph of $\mathcal{G}$. This means that $g$ stabilizes every quint containing a vertex adjacent to $x_{3}$. Hence the image of $g$ in $E$ is contained in the intersection of the hyperplanes $\varphi(y)$ taken for all the links $y$ contained in $\Sigma$ and containing a vertex adjacent to $x_{3}$. By (the dual version of) (3.8.5 (i)) the intersection has dimension 3 and the result follows.

Since $L_{1}$ is centralized by $O^{2}\left(G_{1}\right)$, it is clearly centralized by $O^{2}\left(G_{13}\right)$ and hence (10.2.3) immediately implies the following

Lemma 10.2.4 $G_{13}$ has at most one 2-dimensional chief factor inside $H_{2}$.

Lemma 10.2.5 $m_{3}(N) \leq 4$.
Proof. We estimate the number of chief factors of $G_{13}$ treating it as a subgroup of $G_{3}$. One such factor is in $G_{13} / Q \cong S y m_{4}$, one inside $Q / H_{1} \cong 2^{3}$. Since $\left|H_{1} / H_{2}\right| \leq 2^{3}$ by (9.3.1), there is at most one factor in $H_{1} / H_{2}$ and finally we have at most one factor in $H_{2}$ by (10.2.4).

Now we are in a position to restrict further the possibilities for $E=$ $K_{1} / L_{1}$.

Lemma 10.2.6 One of the following holds:
(i) $E$ is (the dual of) the hexacode module $V_{h}$ of $\bar{G}_{1} \cong 3 \cdot S_{4}(2)$;
(ii) $E$ is dual to the 5-dimensional orthogonal module $V_{o}$ of $\bar{G}_{1} / O_{3}\left(\bar{G}_{1}\right) \cong$ $O_{5}(2)$;
(iii) $E$ is the (self-dual) 4-dimensional natural symplectic module of $\bar{G}_{1} / O_{3}\left(\bar{G}_{1}\right) \cong S_{4}(2)$;
(iv) $E=1$.

Proof. By (10.2.5) we have $m_{1}(N) \leq 4$. On the other hand, there is one 2-dimensional chief factor of $G_{13}$ inside $G_{13} / K_{1}$ which leaves us with at most three such factors inside $E=K_{1} / L_{1}$. Recall that by (9.4.2) and (3.8.1) the dual of $E$ is a quotient of the 11-dimensional universal representation module of $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ and the universal module is the direct sum

$$
V_{o} \oplus V_{h},
$$

where $V_{h}$ is irreducible and $V_{o}$ contains a unique proper submodule which is 1-dimensional. Under the natural action of $G_{13} / K_{1}$ each of the direct summands contains two 2-dimensional chief factors which gives the result.

Suppose first that we are in case (i) of (10.2.6). Then $E \cong V_{h}$ involves two 2-dimensional chief factors of $G_{13}$ and hence $m_{1}(N)=3$. Returning
to $G_{3}$, we see that $H_{1} / H_{2} \cong 2^{3}$ (the natural module of $\bar{G}_{3} \cong L_{3}(2)$ ), while $H_{2}$ is a trivial module. It follows from (9.3.4) and (9.3.5) that $\left|H_{2}\right| \leq 2$. Since $H_{1} \neq H_{2}$, we have that $\bar{G}_{1}$ is isomorphic to $3 \cdot S y m_{6}$ (rather than to $3 \cdot A l t_{6}$ ). Comparing now the orders of $G_{1}$ and $G_{3}$, we observe that $\left|H_{2}\right|=2$ and $L_{1}=1$, which gives the following

Proposition 10.2.7 Let $\mathcal{G}$ be a rank 3 tilde geometry, $G$ be a flag-transitive automorphism group of $\mathcal{G}$. Suppose that $Q \neq H_{1}$ and $E=K_{1} / L_{1}$ is the hexacode module. Then $G_{1} \sim 2^{6} .3 \cdot$ Sym $_{6}$ and $G_{3} \sim 2.2^{3} \cdot 2^{3} . L_{3}(2)\left(M_{24}{ }^{-}\right.$ shape).

It remains to consider the case where $O_{3}\left(\bar{G}_{1}\right)$ acts trivially on $E$. This situation is handled in the next lemma.

Proposition 10.2.8 Let $\mathcal{G}$ be a rank 3 tilde geometry, $G$ be a flag-transitive automorphism group of $\mathcal{G}$. Suppose that $Q \neq H_{1}$ and $O_{3}\left(\bar{G}_{1}\right)$ acts trivially on $E=K_{1} / L_{1}$. Then $G_{1} \sim 2^{5} .3 \cdot$ Sym $_{6}, G_{3} \sim 2^{3} .2^{3}$. $L_{3}(2)$, furthermore
(i) $N_{1}=1$ and $L_{1}=Z\left(G_{1}\right)$ is of order 2 ;
(ii) $K_{1}=O_{2}\left(G_{1}\right)$ and $K_{1} / L_{1}$ is the 4-dimensional symplectic module for $G_{1} / O_{2,3}\left(G_{1}\right) \cong S_{4}(2) ;$
(iii) $H_{1}$ is the dual natural module for $\bar{G}_{3} \cong L_{3}(2)$ and $Q / H_{1}$ is the natural module.
( $S_{4}(2)$-shape $)$.
Proof. By the hypothesis of the lemma we are in case (ii), (iii) or (iv) of (10.2.6). Since $Q / H_{1} \cong 2^{3}, m_{3}(N)$ is at least two, so $E$ can not be trivial, i.e., the case (iv) does not occur. So $E$ necessarily involves the 4-dimensional symplectic module, and hence $m_{3}(N)=3$. From this we obtain that $H_{1} / H_{2} \cong 2^{3}$ (the natural module) and that $H_{2}$ is a trivial module. In particular, $\left|H_{2}\right| \leq 2$. Arguing as in the proof of (10.2.3) but using (3.8.5 (ii)) instead of (3.8.5 (i)) we conclude that $H_{2} \leq L_{1}$. We are going to show that in fact $H_{2}$ is trivial. Towards this end notice that $C_{G}\left(H_{2}\right) \geq G_{1}$ and also $C_{G}\left(H_{2}\right) \geq G_{1}^{\infty}$, since $\left|L_{1}\right| \leq 4$. Clearly,

$$
\left\langle G_{3}, G_{1}^{\infty}\right\rangle=G,
$$

which means that $H_{2}=1$. It remains to determine the normal factors of $G_{1}$. First of all, since $H_{1} \neq H_{2}$ we have $\bar{G}_{1} \cong 3 \cdot S y m_{6}$. Therefore, $\left|K_{1}\right|=2^{5}$. Suppose that $L_{1}=1$ and so $E \cong 2^{5}$. Then, as $\bar{G}_{1} / O_{3}\left(\bar{G}_{1}\right)$ module, $E$ is a non-split extension of a 4 -dimensional irreducible module by a 1-dimensional one. In particular, $L_{1}$ is elementary abelian. We next notice that $Q$ is also elementary abelian. Indeed, let $C$ be the full preimage in $Q$ of subgroup $\bar{C}$ of order two from $\bar{Q}=Q / H_{1}$. Clearly, $C$ is abelian (since $H_{1} \leq Z(Q)$ ). If it is not elementary abelian then the squares of the elements of $C$ form a subgroup of order 2 in $H_{1}$, which is invariant under the stabilizer of $\bar{C}$ in $H / Q \cong L_{3}(2)$. This is impossible since $Q / H_{1}$ and $H_{1}$ are respectively the natural and the dual natural modules. Thus,
$C$ is elementary abelian. Since $\bar{C}$ was arbitrary, we conclude that $Q$ is elementary abelian.

Set $Z=Q \cap K_{1}$. Clearly, $Q K_{1}=O_{2}\left(G_{13}\right)$. Thus, $|Z|=2^{3}$ and $Z=Z\left(O_{2}\left(G_{13}\right)\right)$. Since $G_{13}$ induces on $Z$ a group $S y m_{3}$, it follows that $Z$ contains a subgroup $Z_{1}$ of order 2 central in $G_{13}$. On the other hand, $G_{13}$ acting on $E=K_{1}$ leaves invariant no 1-dimensional subspace. The contradiction proves that $L_{1} \neq 1$. Hence $E \cong 2^{4}$ and $L_{2} \cong 2$. Finally, since $G_{13}$ leaves invariant no 1-dimensional subspace in $H_{2}, L_{1} \not \leq H_{2}$. Hence $L_{1}$ acts non-trivially on $\Delta_{1}\left(x_{3}\right)$. Therefore, $\left|L_{1} / N_{1}\right|=2$ and hence $N_{1}=1$. This completes the proof.

### 10.3 Rank four case

Recall that we follow the inductive approach and assume that in the rank $4 P$ - or $T$-geometry $\mathcal{G}$ under consideration the point residue $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is one of the known rank 3 geometries of appropriate type and $\bar{G}_{1}$ is a known flag-transitive automorphism group of the residue.

First we rule out the exceptional configuration from (9.2.7).
Lemma 10.3.1 For every flag-transitive action on $P$ - or $T$-geometry of rank $n \geq 3$ we have $H / Q \cong L_{n}(2)$.

Proof. Suppose that $H / Q \neq L_{n}(2)$. Then by (9.2.7) we may assume that $n=4$ and $H \cong A l t_{7}$ (with $Q=1$ ) or $H \cong 2^{4}$. Alt (with $Q \cong 2^{4}$ ). If $Q=1$ then $H \cong A l t_{7}$ and hence $G_{14} \cong L_{3}(2)$ which immediately yields a contradiction with the structure of $G_{1}$ (compare (10.2.1)). So $\mathcal{G}$ is of tilde type and $Q \cong 2^{4}$. Then $G_{14} \cong 2^{4} . L_{3}(2)$ and again we run into a contradiction with the structure of $G_{1}$ (compare (10.2.2), (10.2.7), (10.2.8) and (12.1.1)).

Since $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is one of the known rank three Petersen type or tilde type geometries, we obtain from Tables VII a and VII b that $\left(*_{3}\right)$ holds along with $\left(*_{2}\right)$. This means that (9.3.1), (9.3.3), (9.3.4), (9.4.5), and (9.4.6) apply. In particular, $H_{4}=1$ and $\left|L_{1}\right| \leq 4$. Hence, $Q$ and $K_{1}$ are (finite) 2groups, and $G_{14}$ is an extension of a 2 -group by $L_{3}(2)$. As we will see below, every chief factor of $G_{14}$ in $O_{2}\left(G_{14}\right)$ is either the trivial 1-dimensional, or the natural or the dual natural module for $\bar{G}_{14} \cong L_{3}(2)$ and we continue to use notation introduced at the end of Section 10.1.

We will again start with the case where $\mathcal{G}$ is a Petersen type geometry. Then $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is isomorphic to either $\mathcal{G}\left(M_{22}\right)$ or $\mathcal{G}\left(3 \cdot M_{22}\right)$.

Proposition 10.3.2 If $\mathcal{G}$ is a P-geometry of rank 4 and $\left|H_{1} / H_{2}\right| \leq 2$ then $G_{4} \cong L_{4}(2)$ and $G_{1}$ is isomorphic to either $M_{22}$ or $3 \cdot M_{22}$ ( $M_{23}$-shape).

Proof. By (9.3.2) we have $H_{2}=1$ and hence $\left|H_{1}\right| \leq 2$. If $H_{1}=1$ then $G_{4} \cong L_{4}(2)$ and $\left|G_{14}\right|=2^{6} \cdot 3 \cdot 7$. Hence $K_{1}=1$ and $G_{1} \cong M_{22}$ or $3 \cdot M_{22}$. So it only remains to show that $\left|H_{1}\right| \neq 2$. Suppose to the contrary that $H_{1} \cong 2$. Then $H_{1}=Z\left(G_{4}\right)=Z\left(G_{34}\right)$. Since $G_{34}$ is of index two in
$G_{3}$, we obtain that $H_{1}$ is normal in both $G_{4}$ and $G_{3}$, by $(9.2 .1)$ this is a contradiction.

Now assume that $\left|H_{1} / H_{2}\right| \geq 2$. Then by (9.3.1), $H_{1} / H_{2} \cong 2^{6}$, the module being the second exterior power of the natural module for $G_{4}$. It follows that

$$
m_{4}(X)=m_{4}(N)+m_{4}\left(N^{*}\right) \geq 3
$$

Since $O^{2}\left(G_{14} / K_{1}\right) \cong 2^{3}$. $L_{3}(2)$ involves exactly one 3 -dimensional factor, at least two of such factors are in $K_{1}$. Therefore, $E=K_{1} / L_{1}$ is non-trivial.

Recall that by (4.2.4) the universal representation module of $\mathcal{G}\left(M_{22}\right)$ is isomorphic to the 11-dimensional Todd module $\overline{\mathcal{C}}_{11}$; as a module for $M_{22}$ the latter module is an indecomposable extension of the 1-dimensional trivial module by the 10 -dimensional Todd module $\overline{\mathcal{C}}_{10}$. By (4.4.6) the universal representation module for $\mathcal{G}\left(3 \cdot M_{22}\right)$ is the direct sum

$$
\overline{\mathcal{C}}_{11} \oplus T_{12}
$$

where $T_{12}$ is a 12-dimensional self-dual irreducible $3 \cdot$ Aut $M_{22}$-module on which the normal subgroup of order 3 acts fixed-point freely. Since $E$ is non-trivial (as a module for $\bar{G}_{1}$ ), it involves either $\overline{\mathcal{C}}_{10}$, or $T_{12}$, or both. In either case, $m_{1}(X) \geq 4$. Returning to $H$, we obtain from (9.3.1) and (9.3.2) that $H_{2} / H_{3} \cong 2^{4}$, the dual natural module. Now the branching starts. Let us consider the possibilities in turn.

Proposition 10.3.3 Let $\mathcal{G}$ be a T-geometry of rank 4 and $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Suppose that $E^{*}$ involves $\overline{\mathcal{C}}_{10}$. Then $G_{4} \sim 2.2^{4} .2^{6} . L_{4}(2)$,

$$
G_{1} \sim 2^{10} . \text { Aut } M_{22} \text { or } 2^{10} .3 \cdot \text { Aut } M_{22}
$$

Furthermore, $K_{1}=O_{2}\left(G_{1}\right)$ is the irreducible Golay code module $\mathcal{C}_{10}$ for $G_{1} / O_{2,3}\left(G_{1}\right) \cong$ Aut $M_{22}$. ( $\mathrm{Co}_{2}$-shape).

Proof. By the assumption and the paragraph before the lemma we know that $E^{*}$ possesses a quotient isomorphic to $\overline{\mathcal{C}}_{10}$. Hence $E$ contains a submodule $U$, isomorphic to $\mathcal{C}_{10}$. Let $\widehat{U}$ be the full preimage of that submodule (subgroup) in $K_{1}$. Since $\left|L_{1}\right| \leq 4$ and since $\mathcal{C}_{10}$ is not selfdual, we conclude that $\widehat{U}$ is an abelian group. Furthermore, since the only other possible non-1-dimensional chief factor of $G_{1}$ in $K_{1}$ is $T_{12}$, which has dimension 12 (rather than 10), the $\widehat{U}$ falls into $Z\left(K_{1}\right)$. It follows from [MSt90] and [MSt01] that $\mathcal{C}_{10}$ not an $F F$-module for $\bar{G}_{1}$. So $J(S)=J\left(K_{1}\right)$ is normal in $G_{1}$, where $S \in S y l_{2}\left(G_{14}\right)$. By (9.2.1), this means that $J(S)$ cannot be normal in $G_{4}$. Invoking (9.5.3), we conclude that $H_{3} \cap Z(Q)$ is of index at most two in $H_{3}$ and $H_{3} \cap Z(Q)$ is a submodule in the direct sum of a 1-dimensional module and the natural module of $\bar{G}_{4}$. In particular, $m_{4}(X) \leq 5$. Returning to $E$, we see that $E^{*}$ cannot involve $T_{12}$ along with $\overline{\mathcal{C}}_{10}$. Hence $E \cong \overline{\mathcal{C}}_{10}$ or $E \cong \overline{\mathcal{C}}_{11}$, so $m_{1}(X)=4$.

By the above $H_{3}$ does not involve 3-dimensional chief factors for $G_{14}$, which implies by (9.3.4) and (9.3.5) that $\left|H_{3}\right| \leq 2$. Notice now that $\bar{G}_{1} \cong$

Aut $M_{22}$ or $3 \cdot$ Aut $M_{22}$, since $H_{2}$ induces a non-trivial action on $\Sigma_{3}\left(x_{4}\right)$. Considering $G_{14}$ as a subgroup of $G_{4}$ we see that

$$
\left|G_{14}\right| \leq 2^{17} \cdot 3 \cdot 7
$$

On the other hand, considering $G_{14}$ as a subgroup of $G_{1}$ we have

$$
\left|G_{14}\right| \geq 2^{17} \cdot 3 \cdot 7
$$

Therefore, we have the equality in both cases. This implies the equalities

$$
\left|H_{3}\right|=2, \quad L_{1}=1 \quad \text { and } \quad|E|=2^{10}
$$

and completes the proof.
It remains to consider the case where $E^{*}$ is non-trivial but does not involve $\overline{\mathcal{C}}_{10}$. In that case $E \cong E^{*} \cong T_{12}$ (since $T_{12}$ is self-dual) and this situation is covered by the following lemma.

Lemma 10.3.4 [pet4c] Let $\mathcal{G}$ be a P-geometry of rank 4 and $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Suppose that $E \cong T_{12}$. Then

$$
G_{1} \sim 2.2^{12} .3 \cdot \text { Aut } M_{22} \text { and } G_{4} \sim 2^{4} \cdot 2^{4} \cdot 2^{6} . L_{4}(2)
$$

## ( $J_{4}$-shape).

Proof. The hypothesis of the lemma immediately implies that $m_{1}(X)=5$ and hence $H_{3}$ involves exactly one non-trivial composition factor. By (9.3.4) and (3.2.7) we obtain that $H_{3} \cap Z(Q)$ has index at most two in $H_{3}$ and $H_{3} \cap Z(Q)$ is either the the natural module, or that plus a 1-dimensional module. In particular,

$$
\left|G_{14}\right| \geq 2^{20} \cdot 3 \cdot 7
$$

which implies that $\left|L_{1}\right| \geq 2$. Since $\left|L_{1}\right| \leq 4, H_{2}$ involves at most one 1dimensional composition factor. By (9.5.3), $H_{3} \leq Z(Q)$. Suppose $H_{3} \cong 2^{5}$ and let $\langle g\rangle$ be the 1-dimensional submodule of $H_{3}$ (so that $g \in Z(H)$ ). Observe that $g \in K_{1}$. Since $E^{*} \cong T_{12}, E$, as a $G_{14}$-module, contains no 1-dimensional composition factors. Thus, $g \in L_{1}$ and hence $C_{G}(g)$ contains $G_{1}^{\infty}$, leading to a contradiction, since also $C_{G}(g) \geq H$. Thus, $H_{3} \cong 2^{4}$ and $\left|L_{1}\right|=2$. Finally, since $\mathcal{G}$ is of Petersen type, we have $L_{1}=N_{1}$ and hence $\left|N_{1}\right|=2$. This completes the proof.

Thus we have completed the consideration of the case where $\mathcal{G}$ is rank 4 of Petersen type. Now suppose $\mathcal{G}$ is of tilde type.

By (10.3.1) and (9.2.4) we have $H / Q \cong L_{4}(2)$ and $Q / H_{1} \cong 2^{4}$. By the induction hypothesis we also have that $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is one of the three known geometries:

$$
\mathcal{G}\left(M_{24}\right), \mathcal{G}(H e) \text { and } \mathcal{G}\left(3^{7} \cdot S_{6}(2)\right) .
$$

In each of the three cases $\bar{G}_{1}$ is determined uniquely (as $M_{24}, H e$, or $3^{7} \cdot S_{6}(2)$, respectively) by the condition that it acts flag-transitively on $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$.

Proposition 10.3.5 Let $\mathcal{G}$ be a T-geometry of rank 4 and $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Suppose that $\left|H_{1} / H_{2}\right| \leq 2$. Then
(i) $H=G_{4}$ is a split extension of $Q \cong 2^{4}$ by $L_{4}(2)$;
(ii) $G_{1}$ is isomorphic to $M_{24}$ or He.
(truncated $M_{24}$-shape).
Proof. By the hypothesis we conclude that $m_{4}(X)=2$, which means that $G_{1}$ has no non-trivial chief factors in $K_{1}$. This yields $K_{1}=L_{1}$. We claim that $H_{1}$ must be trivial. Indeed, let $\Theta=\Sigma\left[x_{2}\right]$. Consider the action of $H_{1}$ on $\Theta$. Observe that $H_{1}$ acts trivially on $\Delta_{1}\left(x_{4}\right)$ and $H_{1}$ is normal in $H$. According to Table VII, the vertex-wise stabilizer in $G_{3}$ of $\Theta_{1}\left(x_{4}\right)$ induces on $\Theta_{2}\left(x_{4}\right)$ a group $2^{3}$ which is irreducible under the action of $G_{24}$ by (9.3.1). This implies that $H_{1}$ acts trivially on $\Theta_{2}\left(x_{4}\right)$. Since for $x_{2}$ we can take any quint containing $x_{4}, H_{1}$ acts trivially on $\Delta_{2}\left(x_{4}\right)$, i.e., $H_{1}=1$. Hence

$$
\left|G_{14}\right|=2^{10} \cdot 3 \cdot 7
$$

For $G_{1}$ this means that either $G_{1} \cong M_{24}$ or $H e$, or $G_{1} / K_{1} \cong 3^{7} \cdot S_{6}(2)$ and $\left|K_{1}\right|=2$.

Now we going to prove (i). The subgroup $G_{3}$ induces on $\operatorname{res}_{\mathcal{G}}\left(x_{3}\right)$ the group $\bar{G}_{3} \cong \operatorname{Sym}_{3} \times L_{3}(2)$. Hence $\left|K_{3}\right|=2^{6}$. Let $g$ be an element of order three such that $\langle g\rangle$ maps onto the normal subgroup of order three in $\bar{G}_{3}$. Observe that $G_{34}$ has two 3-dimensional chief factors in $K_{3}$. This implies that either $g$ acts trivially on $K_{3}$, or it acts on $K_{3}$ fixed-point freely. In the former case one of the minimal parabolics is not 2-constraint. This yields a contradiction, since $G_{1}$ contains such a minimal parabolic. Hence $g$ acts on $K_{1}$ fixed-point freely. It follows that

$$
C_{G_{3}}(g) \cong 3 \times L_{3}(2)
$$

Let $R=C_{G_{3}}(g)^{\infty}$. Observe that $\left(H_{1} \cap Q\right)^{g} R$ is a complement to $Q$ in $G_{34}$. It follows from Gaschütz' theorem (8.2.8) that $H$ splits over $Q$ and (i) follows.

Suppose that $\bar{G}_{1} \cong 3^{7} \cdot S_{6}(2)$. Set $R=O_{2}\left(G_{14}\right)$. The subgroup $K_{1}$ is the unique normal subgroup of order two in $G_{14}$. Considering $G_{14}$ as a subgroup of $G_{4} \cong 2^{4}: L_{4}(2)$, we see that, as an $G_{14} / R$-module, $R / K_{1} \cong 2^{6}$ is a direct sum of the natural module and the module dual to the natural module. On the other hand, considering $G_{14} / K_{1}$ as a subgroup of $\bar{G}_{1} \cong 3^{7} \cdot S_{6}(2)$ and factoring out the normal subgroup $3^{7}$, we obtain that the same $R / K_{1}$ is an indecomposable module, a contradiction which implies (ii).

Proposition 10.3.6 Let $\mathcal{G}$ be a T-geometry of rank 4 and $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Suppose that $\left|H_{1} / H_{2}\right|>2$ and $\bar{G}_{1} \not \equiv$ $3^{7} \cdot S_{6}(2)$. Then $G_{1} \sim 2^{11} \cdot M_{24}$ and $K_{1}=O_{2}\left(G_{1}\right)$ is the irreducible Golay code module $\mathcal{C}_{11}$ for $\bar{G}_{1} \cong M_{24}$ (Co $o_{1}$-shape).

Proof. In view of (9.3.1), we have $H_{1} / H_{2} \cong 2^{6}$. Consequently, $m_{4}(X) \geq 4$. Since in $G_{14} / K_{1}$ we only find two non-trivial chief factors,
we conclude that $K_{1} \neq L_{1}$. If $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}(H e)$ then, according to (4.6.1), $\operatorname{dim} E^{*}$ is at least 51 . So the order of a Sylow 2-subgroup $S$ of $G_{14}$ is at least $2^{61}$. On the other hand, taking into account (9.3.1), (9.3.4) and (9.3.3), we compute that $|S| \leq 2^{6+4+6+4+30}=2^{50}$, a contradiction rules out this case.

Thus we can assume that $\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(M_{24}\right)$. Then according to (4.3.1), $E^{*} \cong \overline{\mathcal{C}}_{11}$, the irreducible Todd module. Now we can compute that $m_{1}(X)=5$. Therefore, $H_{2} / H_{3} \cong 2^{4}$ (compare (9.3.1) and (9.3.2)). Furthermore, $H$ has no non-1-dimensional chief factors in $H_{3}$. It follows from (9.3.4) and (9.3.5) that $\left|H_{3}\right| \leq 2$. Computing the order of $G_{14}$ in two ways, we see that $\left|H_{3}\right|=2$ and $L_{1}=1$. This completes the proof.

We will deal with the possibility $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(3^{7} \cdot S_{6}(2)\right)$ in Section 10.6 where we will obtain an infinite series of configurations involving the symplectic groups. Notice that we have proved that $H_{1} / H_{2} \cong 2^{6}$ even if $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(3^{7} \cdot S_{6}(2)\right)$.

### 10.4 Rank five case

Here we split cases according to the isomorphism type of the point residue $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$. As usual we start with Petersen type geometries. The universal representation group of $\mathcal{G}\left(M_{23}\right)$ is trivial and by Proposition 5 we obtain the following.

Proposition 10.4.1 $\mathcal{G}\left(M_{23}\right)$ is not the residue of a point in a flagtransitive $P$-geometry of rank 5 .

Now we turn to the situation when the residue is the $P$-geometry $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ or its universal 2-cover $\mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)$.

Proposition 10.4.2 Let $\mathcal{G}$ be a $P$-geometry of rank 5, $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Suppose that $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(\mathrm{Co}_{2}\right)$ or $\mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)$. Then $\bar{G}_{1} \cong C o_{2}$ or $3^{23} \cdot C o_{2}$, respectively, $\left|L_{1}\right|=2$, $E=K_{1} / L_{1}$, as a module for $\bar{G}_{1} / O_{2,3}\left(\bar{G}_{1}\right)$, is isomorphic to the 22dimensional section $\bar{\Lambda}^{(22)}$ of the Leech lattice modulo 2 (BM-shape).

Proof. By Table VII a in addition to $\left(*_{2}\right)$ and $\left(*_{3}\right)$ we also have $\left(*_{4}\right)$. So $H_{5}=1$. Considering the image of $G_{15}$ in $\bar{G}_{1}$ (see Table VII a once again), we determine that $m_{1}(X)$ (which is the number of non-trivial chief factors of $G_{15}$ inside $K_{15}$ ) is at least 2 . Hence $H_{1} / H_{2} \cong 2^{10}$ by (9.3.1). In turn, this means that $m_{5}(X) \geq 3$, and hence $K_{1} \neq L_{1}$. By (5.2.3 (v)) and the paragraph after the proof of that lemma we have

$$
E \cong \bar{\Lambda}^{(23)} \quad \text { or } \quad \bar{\Lambda}^{(22)}
$$

From the structure of these modules we deduce that $m_{1}(X)=5$. Now it follows that $H_{2} / H_{3} \cong 2^{10}, H_{3} / H_{4} \cong 2^{5}$ and $H_{4}$ contains, as an $H$ module, a unique non-trivial composition factor. Now (9.3.4) and (3.2.7) imply that $H_{4}$ is either the natural module or the direct sum of that with a 1-dimensional module. Suppose $H_{4}$ contains a 1-dimensional submodule,
say $\langle g\rangle$. Then, clearly, $g$ acts trivially on $\Sigma=\Sigma\left[x_{1}\right]$ and so $g \in K_{1}$. Furthermore, it follows from (5.2.4) that $G_{15}$ acting on $E=K_{1} / L_{1}$ does not leave invariant a 1 -space. Hence $g \in L_{1}$. However, this means that

$$
C_{G}(g) \geq\left\langle G_{5}, G_{1}^{\infty}\right\rangle
$$

a contradiction. Hence $H_{4} \cong 2^{5}$. It remains to determine whether $E \cong$ $\bar{\Lambda}^{(22)}$ and $\left|L_{1}\right|=2$ (since $\mathcal{G}$ is a Petersen type geometry, we have $L_{1}=N_{1}$ ), or $E \cong \bar{\Lambda}^{(23)}$ and $L_{1}=1$. Suppose the latter holds. Then $K_{1}$ is an abelian group. Observe that $H_{4} \leq K_{1}$. This means that $K_{1} \leq C_{H}\left(H_{4}\right)=H_{1}$, i.e., $K_{1} \leq H_{1}$. However, this means that $K_{1}$ acts trivially on $\operatorname{res}_{\mathcal{G}}\left(x_{5}\right)$. Since $G_{1}$ is transitive on the vertices of $\Sigma, K_{1}$ stabilizes every $\Sigma[y]$ where $y$ is a point (an element of type 1) incident with a vertex of $\Sigma$. This yields $K_{1}=L_{1}$, a contradiction. Hence $E=K_{1} / L_{1} \cong \bar{\Lambda}^{(22)}$ and $\left|L_{2}\right|=2$, which gives the result.

Proposition 10.4.3 Let $\mathcal{G}$ be a P-geometry of rank 5 and $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Suppose that $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(J_{4}\right)$. Then $G_{1} \cong J_{4}$ and $G_{5} \sim 2^{10} . L_{5}(2)$. (truncated $J_{4}$-shape).

Proof. Notice that in the $\left(*_{4}\right)$ might not hold. So we need to use a different line of attack. First suppose that $\left|H_{1}\right| \leq 2$. Then $H_{2}=1$ and $m_{5}(X)=1$, whereas, when we view $G_{15} / K_{1}$ as a subgroup of $\bar{G}_{1} \cong J_{4}$, we find that $m_{1}(X) \geq 3$. The contradiction proves that $H_{1} / H_{2} \cong 2^{10}$. (Since $\left(*_{2}\right)$ holds, (9.3.1) applies and $\left|S / H_{2}\right|=2^{20}$, where $S \in \operatorname{Syl}_{2}\left(G_{15}\right)$ ). We now turn to $G_{1}$. By (7.1.3) the universal representation module of $\mathcal{G}\left(J_{4}\right)$ is trivial and by (9.4.2) we have $K_{1}=L_{1}$. Furthermore, by (9.4.4), $L_{1}=N_{1}$. Since $\left(*_{i}\right)$ holds for $i=2$ and 3 , we obtain from (9.4.5) that $K_{1} \leq H_{3}$. This gives $\left|S / H_{3}\right| \leq\left|S / K_{1}\right|=2^{20}$. Therefore, $H_{2}=H_{3}=K_{1}=1$ and the result follows.

Now suppose $\mathcal{G}$ is of tilde type. The case $\operatorname{res}_{\mathcal{G}}(x) \cong \mathcal{G}\left(3^{35} \cdot S_{8}(2)\right)$ will be considered in Section 10.6 along with other configurations involving the symplectic groups. So we have only one possibility to consider here.

Proposition 10.4.4 Let $\mathcal{G}$ be a T-geometry of rank 5, $G$ be a flagtransitive automorphism group of $\mathcal{G}$. Suppose that $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(C o_{1}\right)$. Then $G_{1} \sim 2.2^{24}$.Co $o_{1}$, where $L_{1}$ is of order 2 , and $K_{1} / L_{1}$ is $\bar{\Lambda}^{(24)}$, the Leech lattice modulo 2. ( $M$-shape)

Proof. In the considered situation $\left(*_{i}\right)$ holds for $i=2,3$ and 4. In particular, $H_{5}=1$ and $\left|L_{1}\right| \leq 4$. By (5.3.2) we have that $E=\bar{\Lambda}^{(24)}$. Since the condition $(* *)$ fails for $\mathcal{G}\left(C o_{1}\right),\left(9.4 .4\right.$ (iv)) implies that $L_{1}=N_{1}$. Thus, $\left|L_{1}\right| \leq 2$. We claim that $K_{1}$ is nonabelian, and hence $L_{1} \neq 1$. If $K_{1}$ is abelian then $K_{1} \leq C_{H}\left(H_{4}\right) \leq Q$, since $H_{4} \leq K_{1}$. Therefore, $K_{1}$ acts trivially on $\operatorname{res}_{\mathcal{G}}\left(x_{5}\right)$ and, by transitivity of $G_{1}$ on the vertices of $\Sigma$, it acts trivially on $\operatorname{res}_{\mathcal{G}}(w)$ for all vertices $w \in \Sigma$. However, this means that $K_{1}=L_{1}$, a contradiction. Thus, $\left|L_{1}\right|=2$. We can now compute that
$m_{1}(X)=8$ and that $|S|=2^{46}$. This forces $H_{1} / H_{2} \cong 2^{10}, H_{2} / H_{3} \cong 2^{10}$, $H_{3} / H_{4} \cong 2^{5}$, and also that $H_{4}$ has two composition factors: a 1-dimensional and a 5 -dimensional.

### 10.5 Rank six case

Suppose $n=6$ and $\mathcal{G}$ is not of $S_{12}(2)$-shape. Then $\operatorname{res}_{\mathcal{G}}(x)$ is either $\mathcal{G}(B M)$, or $\mathcal{G}\left(3^{4371} \cdot B M\right)$, or $\mathcal{G}(M)$. I all three cases the universal representation module is trivial. This is the reason, in a sense, why non of these geometries appear as a point residue in a flag-transitive $P$ - or $T$-geometry of rank 6 (cf. Proposition 5).

### 10.6 The symplectic shape

In this section we prove the following.
Proposition 10.6.1 Let $\mathcal{G}$ be a T-geometry of rank $n \geq 4$ and $G$ be an automorphism group of $\mathcal{G}$. Suppose that

$$
\left.\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(3^{[n-1}\right]_{2} \cdot S_{2 n-2}(2)\right)
$$

Then

$$
\left.G_{1} \sim 2.2^{2 n-2} .3^{[n-1}\right]_{2} \cdot S_{2 n-2}(2)
$$

$Z\left(G_{1}\right)$ is of order 2 and $K_{1} / Z\left(G_{1}\right)$ is the natural symplectic module for $\bar{G}_{1} / O_{3}\left(\bar{G}_{1}\right) \cong S_{2 n-2}(2) ;$

$$
G_{n} \sim 2^{\frac{n(n-1)}{2}} \cdot 2^{n} \cdot L_{n}(2)
$$

$L_{n}$ is the exterior square of the natural module of $\bar{G}_{n} \cong L_{n}(2)$ and $K_{n} / L_{n}$ is the natural module for $\bar{G}_{n}$. ( $S_{2 n}(2)$-shape $)$.

Proof. First we claim that $H_{2}=1$. Indeed, let $w$ be a vertex at distance three from $x_{n}$. By (9.1.5) without loss of generality we may assume that $w$ is contained in $\Theta=\Sigma\left[x_{n-3}\right]$. According to Table VII b, $H_{2}$ acts trivially on $\Theta$, and hence $H_{2}$ fixes $w$. Since $w$ was arbitrary, $H_{2}=H_{3}$ and hence $H_{2}=1$. Next, we claim that $\left|H_{1}\right|>2$. Indeed, if $n=4$ then this was shown in Section 10.3. Thus, without loss of generality, we may assume that $n \geq 5$. We have $H / Q \cong L_{n}(2)$ and $Q / H_{1} \cong 2^{n}$. Hence $m_{n}(X)=2$, where as above $m_{n}(X)$ is the number of non-1-dimensional chief factors of $G_{1 n}$ in $O_{2}\left(G_{1 n}\right)$. Furthermore, the non-1-dimensional chief factors inside $H / Q$ and inside $Q / H_{1}$ have dimension $n-1$. On the other hand, considering the image of $G_{1 n}$ in $\bar{G}_{1}$, we immediately obtain that $G_{1 n}$ has chief factors of dimensions $n-1$ and $\frac{(n-1)(n-2)}{2}$. The latter is clearly greater than $n-1$, a contradiction. Hence $\left|H_{1}\right|>2$. As ( $*_{2}$ ) holds, we have that $H_{1} \cong \bigwedge^{2} U$, the second exterior power of the natural module $U$ of $\bar{G}_{1}$. Since also $H / Q \cong L_{n}(2)$ and $Q / H_{1} \cong 2^{n}$, we know the exact size of $H$ and also that $m_{n}(X)=4$. Now turning to $G_{1}$ we
find that $\left.\bar{G}_{1} \cong 3^{[n-1}\right]_{2} \cdot S_{2 n-2}(2)$ and $\left|K_{1}\right|=2^{2 n-1}$. Comparing with the structure of the universal representation module of $\mathcal{G}\left(3^{\left[{ }_{2}^{n-1}\right]_{2}} \cdot S_{2 n-2}(2)\right)$ (cf. the paragraph before (2.4.1), (3.5.3) and (3.10.1)), we see that the faithful component of that module is not present in $E^{*}$, where $E=K_{1} / L_{1}$. Therefore, $E \cong 2^{2 n-2}$ and $\left|L_{2}\right|=2$, or $E \cong 2^{2 n-1}$ and $L_{1}=1$.

The second possibility can be ruled out by induction on $n$. By (10.2.8) it does not take place for $n=3$. Suppose it does take place for $n=4$. Then $E=K_{1} / L_{1}$ is the dual of the 7-dimensional orthogonal module for $\bar{G}_{1} / O_{3}\left(\bar{G}_{1}\right) \cong S_{6}(2)$ and by $(10.2 .8) G_{12} / K_{1} \cong 2^{1+4}: 3 \cdot S_{4}(2)$. Let us turn to $G_{2}$. By (9.4.1) $K_{2} / L_{2}$ is a tensor product of the 2-dimensional module of $G_{2} / K_{2}^{+} \cong S y m_{3}$ and a representation module $U_{2}^{+}$of $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{2}\right) \cong \mathcal{G}\left(3 \cdot S_{4}(2)\right)$. This representation module is 5 -dimensional when considered as a section of $E$ and 4-dimensional when considered as a section of $O_{2}\left(G_{12} / K_{1}\right)$, which is a contradiction. Similar argument works for larger $n$ (see [ShSt94] for any missing details).

### 10.7 Summary

In this section we present Tables VIII a and VIII b where we summarise the possible shapes of $P$ - and $T$-geometries respectively (cf. (10.2.1), (10.2.2), (10.2.7), (10.2.8), (10.3.2), (10.3.3), (10.3.4), (10.3.5), (10.3.6), (10.4.2), (10.4.3), (10.4.4) and (10.6.1)). In the tables "Tr" stays for "truncated".

Table VIII a. Shapes of amalgams for $P$-geometries

| rank | shape | $G_{1}$ | $G_{n}$ |
| :---: | :---: | :---: | :---: |
| 3 | $M_{22}$ | $2^{4} \cdot$ Sym $_{5}$ | $2^{3} \cdot L_{3}(2)$ |
| 3 | Aut $M_{22}$ | $2^{5} \cdot$ Sym $_{5}$ | $2.2^{3} \cdot L_{3}(2)$ |
| 4 | $M_{23}$ | $(3 \cdot) M_{22}$ | $L_{4}(2)$ |
| 4 | $C o_{2}$ | $2^{10} .(3 \cdot)$ Aut $M_{22}$ | $2.2^{4} .2^{6} . L_{4}(2)$ |
| 4 | $J_{4}$ | $2.2^{12} .3 \cdot$ Aut $M_{22}$ | $2^{4} .2^{4} \cdot 2^{6} \cdot L_{4}(2)$ |
| 5 | $\operatorname{Tr} J_{4}$ | $J_{4}$ | $2^{10} \cdot L_{5}(2)$ |
| 5 | $B M$ | $2.2^{22} .\left(3^{23} \cdot\right) C o_{2}$ | $2^{5} .2^{5} .2^{10} .2^{10} . L_{5}(2)$ |

Table VIII b. Shapes of amalgams for $T$-geometries

| rank | shape | $G_{1}$ | $G_{n}$ |
| :---: | :---: | :---: | :---: |
| 3 | $A l t_{7}$ | $3 \cdot A l t_{6}$ | $L_{3}(2)$ |
| 3 | $S_{6}(2)$ | $2^{5} \cdot 3 \cdot S y m_{6}$ | $2^{3} \cdot 2^{3} \cdot L_{3}(2)$ |
| 3 | $M_{24}$ | $2^{6} \cdot 3 \cdot S y m_{6}$ | $2.2^{3} \cdot 2^{3} \cdot L_{3}(2)$ |
| 4 | $\operatorname{Tr} M_{24}$ | $M_{24}$ or $H e$ | $2^{4} \cdot L_{4}(2)$ |
| 4 | $C o_{1}$ | $2^{11} \cdot M_{24}$ | $2.2^{4} \cdot 2^{6} \cdot 2^{4} \cdot L_{4}(2)$ |
| 5 | $M$ | $2.2^{24} \cdot C o_{1}$ | $2^{6} \cdot 2^{5} \cdot 2^{10} \cdot 2^{10} \cdot 2^{5} \cdot L_{5}(2)$ |
| $n$ | $S_{2 n}(2)$ | $\left.2.2^{2 n-2} \cdot 3^{[n-1}{ }_{2}\right]_{2} \cdot S_{2 n-2}(2)$ | $2^{\frac{n(n-1)}{2}} \cdot 2^{n} \cdot L_{n}(2)$ |

## Chapter 11

## Amalgams for $P$-geometries

In this chapter we consider the amalgam of maximal parabolics with shapes given in Table VIII a. We consider the seven shapes one by one in the seven sections of the chapter. In Section 11.6 we show that an amalgam of truncated $J_{4}$-shape does not lead to a $P$-geometry. Originally this result was established in [Iv92b] and here we present a much shorter proof which makes an essential use of the classification of the flag-transitive $T$-geometries of rank 4. For the remaining shapes we prove that the isomorphism type of an amalgam is uniquely determined by that of $\bar{G}_{1}$. Thus there is a unique isomorphism type of amalgam for each of the shapes $M_{22}$, Aut $M_{22}$ and $J_{4}$ and two types for the shapes $M_{23}, C o_{2}$ and $B M$. Let $\mathcal{A}$ be the amalgam of $M_{23^{-}}$ shape with $G_{1} \cong 3 \cdot M_{22}$. If the universal completion of $\mathcal{A}$ would be faithful, the corresponding coset geometry will be a 2 -cover of $\mathcal{G}\left(M_{22}\right)$. Since the latter geometry is 2 -simply connected by Proposition 3.6.5 in [Iv99], there are no faithful completions. Thus up to isomorphism we obtain at most eight amalgams which is exactly the number of amalgams coming from the known examples as in Table I. This proves Theorem 3 for $P$-geometries and in view of Proposition 4 and Theorem 2 completes the proof of Theorem 1 for $P$-geometries.

## $11.1 \quad M_{22}$-shape

In this section $\mathcal{G}$ is a rank $3 P$-geometry with the diagram

$G$ is a flag-transitive automorphism group of $\mathcal{G}$, such that

$$
G_{1} \sim 2^{4} . \text { Sym }_{5}, \quad G_{3} \sim 2^{3} . L_{3}(2)
$$

where $K_{1}=O_{2}\left(G_{1}\right)$ is the natural module for $\bar{G}_{1} \cong S y m_{5}$ and $K_{3}=$ $O_{2}\left(G_{3}\right)$ is the dual natural module for $\bar{G}_{3} \cong L_{3}(2)$.

Lemma 11.1.1 $G_{1}$ splits over $K_{1}$.
Proof. Table VI in Section 8.2 shows that $H^{2}\left(\bar{G}_{1}, K_{1}\right)$ is trivial, hence the result.

Lemma 11.1.2 $G_{3}$ splits over $K_{3}$.
Proof. The subgroup $G_{1}$ induces the full automorphism group Sym ${ }_{5}$ of the Petersen subgraph $\Sigma\left(x_{1}\right)$ with $K_{1}$ being the kernel. Hence by (11.1.1) $G_{13}$ is the semidirect product of $K_{1}$ and a group $S \cong 2 \times S y m_{3}$. Let $X$ be a Sylow 3 -subgroup of $S$. Since $K_{1}$ is the natural module, the action of $X$ on $K_{1}$ is fixed-point free. Hence $S=N_{G_{1}}(X)$. On the other hand, $X$ is also a Sylow 3 -subgroup of $G_{3}$ and $C_{K_{3}}(X)$ is of order 2. This shows that $K_{3}=O_{2}\left(C_{G_{13}}(t)\right)$ where $t$ is the unique involution in $C_{G_{13}}(X)$. The action of $X$ on $K_{1}$ turns the latter into a 2-dimensional $G F(4)$-vector space. Hence $X$ normalizes 5 subgroups $T_{1}, \ldots, T_{5}$ of order $2^{2}$ in $K_{1}$. It is clear that $K_{1} \cap K_{3}$ is one of these subgroups. If $\sigma$ is an involution in $S$ which inverts $X$, then $\sigma$ acts on $\mathcal{T}=\left\{T_{1}, \ldots, T_{5}\right\}$ as a transposition and hence normalizes a subgroup $T$ from $\mathcal{T}$ other than $K_{1} \cap K_{3}$. Then $\langle T, X, \sigma\rangle \cong S y m_{4}$ is a complement to $K_{3}$ in $G_{13}$ and the result is by Gaschütz theorem (8.2.8).

Lemma 11.1.3 The amalgam $\mathcal{D}=\left\{G_{1}, G_{3}\right\}$ is determined uniquely up to isomorphism.

Proof. By (11.1.1), (11.1.2) and the proof of the latter lemma it is immediate that the type of $\mathcal{D}$ is uniquely determined. In order to apply Goldschmidt's lemma (8.3.2) we calculate the automorphism group of $G_{13}$. We claim that Out $G_{13}$ is of order 2. Let $\tau$ be an automorphism of $G_{13}$. By Frattini argument we can assume that $\tau$ normalizes $S \cong S y m_{3} \times 2$ (we follow notation introduced in the proof of (11.1.2)). Clearly Out $S$ is of order 2. Thus it is sufficient to show that $\tau$ is inner whenever it centralizes $S$. The action of $S$ on $K_{1}$ is faithful and we will identify $S$ with its image in Out $K_{1} \cong L_{4}(2) \cong A l t_{8}$. It is an easy exercise to check that in the permutation action of $A l t_{8}$ on eight points the subgroup $X$ is generated by a 3 -cycle. From this it is easy to conclude that

$$
C_{A l t_{8}}(S)=Z(S)=\langle t\rangle
$$

Thus the action of $\tau$ on $K_{1}$ is either trivial (and $\tau$ is the identity) or coincides with that of $t$. In the latter case $\tau$ is the inner automorphism induced by $t$.

Since $H^{1}\left(\bar{G}_{3}, K_{3}\right)$ is 1-dimensional, $G_{3}$ possesses an outer automorphism which permutes the classes of complements to $K_{3}$. Such an automorphism clearly does not centralize $S$ and hence Goldschmidt's lemma (8.3.2) implies the uniqueness of $\mathcal{D}$.

Let us turn to the parabolic $G_{2}$. Since $K_{3}$ is the dual natural module,

$$
G_{23}=C_{G_{3}}(z) \sim 2^{1+4} . \text { Sym }_{3}
$$

where $z$ is an involution from $K_{3}$ and $K_{2}^{-}=O_{2}\left(G_{23}\right)$. Since $\left[G_{2}: G_{23}\right]=2$, we observe that $G_{2} \sim 2^{1+4}$. $\left(\right.$ Sym $\left._{3} \times 2\right)$, which shows that $G_{12}=C_{G_{1}}(z)$ where $z \in K_{1} \cap K_{3}$. Thus the subamalgam $\mathcal{F}=\left\{G_{12}, G_{23}\right\}$ is uniquely located inside $\mathcal{B}$ up to conjugation.

Proposition 11.1.4 All the amalgams of $M_{22}$-shape are isomorphic to $\mathcal{A}\left(M_{22}, \mathcal{G}\left(M_{22}\right)\right)$ and its universal completion is isomorphic to $3 \cdot M_{22}$.

Proof. In view of the paragraph before the proposition all we have to show is that the universal completion $\widetilde{G}_{2}$ of $\mathcal{F}$ possesses at most one homomorphism $\psi$ whose restriction to $K_{2} \cong 2^{1+4}$ is an isomorphism and $\psi\left(\widetilde{G}_{2}\right) / \psi\left(K_{2}\right) \cong$ Sym $_{3} \times 2$. Since $K_{2}$ is extraspecial with centre of order 2, the kernel of $\psi$ is of index 2 in $C_{\widetilde{G}_{2}}\left(K_{2}\right)$ disjoint from $Z\left(K_{2}\right)$. A direct application of (8.4.3) proves the uniqueness of $\psi$. The last sentence is by [Sh85] (see also Section 3.5 in [Iv99]).

### 11.2 Aut $M_{22}$-shape

In this section $\mathcal{G}$ is a rank $3 P$-geometry with the diagram

$G$ is a flag-transitive automorphism group of $\mathcal{G}$ such that

$$
G_{1} \sim 2^{5} . \text { Sym }_{5}, \quad G_{3} \sim 2^{4} . L_{3}(2)
$$

where $K_{1}=O_{2}\left(G_{1}\right)$ is the natural module for $\bar{G}_{1} \cong$ Sym $_{5}$, indecomposably extended by the trivial 1-dimensional module and $K_{3}=O_{2}\left(G_{3}\right)$ is an extension of the trivial 1-dimensional module by the dual natural module of $\bar{G}_{3} \cong L_{3}(2)$.

Lemma 11.2.1 $G_{3}$ splits over $K_{3}$.
Proof. Consider

$$
G_{13} \sim 2^{5} .\left(\text { Sym }_{3} \times 2\right) \sim 2^{4} . \text { Sym }_{4}
$$

and let $X$ be a Sylow 3-subgroup in $G_{13}$ (which is also a Sylow 3-subgroup in $G_{1}$ and $\left.G_{3}\right)$. The structure of $K_{1}$ shows that $Y:=O_{2}\left(C_{G_{1}}(X)\right)$ is of order $2^{2}$ and since $C_{G_{3}}(X) \leq K_{3}$, we conclude that $K_{3}=C_{G_{13}}(Y)$. Considering the fixed-point free action of $X$ on the codimension 1 submodule in $K_{1}$ we find (compare the proof of (11.1.1)) a subgroup $T$ of order $2^{2}$ in $K_{1}$ which is (a) disjoint from $K_{1} \cap K_{3}$; (b) normalized by $X$, (c) normalized by an involution $\sigma$ which inverts $X$. This produces a complement $\langle T, X, \sigma\rangle$ to $K_{3}$ in $G_{13}$. Since $G_{13}$ contains a Sylow 2-subgroup of $G_{3}$, Gaschütz theorem (8.2.8) completes the job.

Lemma 11.2.2 $K_{3}$ is decomposable as a module for $\bar{G}_{3} \cong L_{3}(2)$.
Proof. Suppose to the contrary that $K_{3}$ is the indecomposable extension of the 1-dimensional submodule $Z\left(G_{3}\right)$ by the dual natural module. Then the orbits of $G_{3}$ on $K_{3}^{\#}$ are of length 1 and 14. This shows that whenever $D$ is a Sylow 2-subgroup in $G_{3}$, the equality $Z\left(G_{3}\right)=Z(D)$ holds. We may assume that $D \leq G_{23}$. Since $\left[G_{2}: G_{23}\right]=2$, this implies that $Z\left(G_{3}\right)$ is normal in $G_{3}$ and in

$$
G_{2}=G_{23} N_{G_{2}}(D),
$$

which is not possible by (9.2.1). Hence $G_{3} \cong 2 \times 2^{3}: L_{3}(2)$.

Lemma 11.2.3 $G_{1}$ splits over $K_{1}$.
Proof. Denote by $K_{1}^{\prime}$ the codimension 1 submodule in $K_{1}$ and adopt the bar convention for the quotient of $G_{1}$ over $K_{1}^{\prime}$. Since Sym $_{5}$ splits over its natural module $K_{1}^{\prime}$, it is sufficient to show that $\bar{G}_{1}=2 \times$ Sym $_{5}$. In any case the centre of $\bar{G}_{1}$ is of order 2 and the quotient over the centre is $S y m_{5}$. If $\bar{G}_{1}$ is not as stated, it either contains $S L_{2}(5) \cong 2 \cdot A l t_{5}$ or is isomorphic to the semidirect product of $A l t_{5}$ and a cyclic group of order 4. In neither of these two cases there is a subgroup $\bar{G}_{13} \cong 2^{2} \times S y m_{3}$. Hence the result.

Lemma 11.2.4 The amalgam $\mathcal{D}=\left\{G_{1}, G_{3}\right\}$ is uniquely determined up to isomorphism.

Proof. We claim that Out $G_{13}$ is of order (at most) 4. Indeed, first it is easy to check that $K_{1}$ is the only elementary abelian 2-group of rank 5 in $G_{13}$ and hence it is characteristic. By Frattini argument without loss of generality we can assume that the automorphism $\tau$, we consider, normalizes $N:=N_{G_{13}}(X) \cong 2^{2} \times$ Sym $_{3}$. Since $\left|K_{1} \cap N\right|=2$, it is clear that $N$ contains two classes of complements to $K_{1}$, which $\tau$ can permute. If $S \cong 2 \times S y m_{3}$ is one of the complements, then we know that Out $S$ is of order 2 and hence the claim follows. By the proof of (11.1.4) we know that Out $G_{3}$ is of order 2 and induces an outer automorphism $\sigma_{3}$ of $G_{13}$. By (8.2.3 (vi)), we know that Out $G_{1}$ is also of order 2 and it induces an outer automorphism $\sigma_{1}$ of $G_{13}$. The automorphism $\sigma_{1}$ centralizes $K_{1}$ and hence it also centralizes modulo $K_{1}$ the complement $S$, on the other hand, $\sigma_{3}$ centralizes $K_{3}$ and hence it normalizes a complement to $K_{1}$ in $G_{13}$. Thus $\sigma_{1}$ and $\sigma_{3}$ have different images in Out $G_{13}$ and the result follows by the Goldschmidt's lemma (8.3.2).

The final result of the section can be proved similar to the way (11.1.4) was proved.

Proposition 11.2.5 All the amalgams of Aut $M_{22}$-shape are isomorphic to $\mathcal{A}\left(\right.$ Aut $\left.M_{22}, \mathcal{G}\left(M_{22}\right)\right)$ and the universal completion of such an amalgam is isomorphic to $3 \cdot$ Aut $M_{22}$.

## $11.3 \quad M_{23}$-shape

In this section $\mathcal{G}$ is a rank $4 P$-geometry with the diagram

and $G_{4} \cong L_{4}(2)$. Then

$$
G_{14} \cong 2^{3}: L_{3}(2), \quad G_{24} \cong 2^{4}:\left(S y m_{3} \times \text { Sym }_{3}\right), \quad G_{34} \cong 2^{3}: L_{3}(2)
$$

are the maximal parabolics in $G_{4}$ associated with its action on $\operatorname{res}_{\mathcal{G}}\left(x_{4}\right)$ which is the rank 3 projective $G F(2)$-space.

We follow the dual strategy, so our first step is to classify up to isomorphism the amalgams $\mathcal{X}=\left\{G_{4}, G_{3}\right\}$ under the assumption that $G_{4} \cong L_{4}(2)$, $G_{34} \cong 2^{3}: L_{3}(2)$ and $\left[G_{3}: G_{34}\right]=2$. Since $G_{34}$ is normal in $G_{3}$, in order to determine the possible type of $\mathcal{X}$ we need the following.

## Lemma 11.3.1 Out $G_{34}$ has order 2.

Proof. Since $G_{34}$ is a maximal parabolic in $G_{4} \cong L_{4}(2)$, we know that it is the semidirect product with respect to the natural action of $L \cong L_{3}(2)$ and $Q=O_{2}\left(G_{34}\right)$ which is the natural module of $L$. If $L^{\prime}$ is another complement to $Q$ in $G_{34}$, then clearly there is an automorphism of $G_{34}$ which maps $L$ onto $L^{\prime}$. By (8.2.5) $G_{34}$ contains exactly two conjugacy classes of such complements. Clearly an automorphism which sends $L$ onto a complement which is not in the class of $L$ is outer. Hence to complete the proof it is sufficient to show that an automorphism $\sigma$ of $G_{34}$ which preserves the classes of complements is inner. Adjusting $\sigma$ by a suitable inner automorphism, we can assume that $\sigma$ normalizes $L$. An outer automorphism of $L$ swaps the natural module with its dual. Since the dual module is not involved in $Q, \sigma$ induces an inner automorphism of $L$ and hence we can assume that $\sigma$ centralizes $L$. In this case the action of $\sigma$ on $Q$ must centralize the action of $L$ on $Q$. This immediately implies that $\sigma$ acts trivially on $Q$. Hence $\sigma$ is the identity automorphism and the result follows.

Lemma 11.3.2 Let $\mathcal{X}=\left\{G_{4}, G_{3}\right\}$ be an amalgam such that $G_{4} \cong L_{4}(2)$, $G_{34} \cong 2^{3}: L_{3}(2)$ and $\left[G_{3}: G_{34}\right]=2$. Then $\mathcal{X}$ is isomorphic to one of two amalgam $\mathcal{X}^{(i)}=\left\{G_{4}^{(i)}, G_{3}^{(i)}\right\}, i=1$ and 2 , where $G_{3}^{(1)} \cong$ Aut $G_{34}$ and $G_{3}^{(2)} \cong G_{34} \times 2$.

Proof. Since all subgroups in $G_{4} \cong L_{4}(2)$ isomorphic to $2^{3}: L_{3}(2)$ are conjugate in Aut $G_{4}$ the type of $\mathcal{X}$ is determined by the isomorphism type of $G_{3}$. By (11.3.1) the type of $\mathcal{X}$ is that of $\mathcal{X}^{(1)}$ or $\mathcal{X}^{(2)}$. Since Aut $G_{3}^{(i)} \cong$ Aut $G_{34}$ for both $i=1$ and 2 and the centre of $G_{34}$ is trivial, the type of $\mathcal{X}$ uniquely determines it up to isomorphism by (8.3.2).

Let us show first that the amalgam $\mathcal{X}^{(2)}$ does not lead to a $P$-geometry. Let $\mathcal{F}$ be the affine rank 4 geometry over $G F(2)$, which is formed by the cosets of the proper subspaces in a 4 -dimensional $G F(2)$-space. The diagram of $\mathcal{F}$ is

and $A=A G L_{4}(2)$ is the flag-transitive automorphism group of $\mathcal{F}$. If $A_{i}$, $1 \leq i \leq 4$, are the maximal parabolics associated with the action of $A$ on $\mathcal{F}$, then it is easy to see that $\left\{A_{4}, A_{3}\right\}$ is isomorphic to $\mathcal{X}^{(2)}$. An element of type 2 is incident to four elements of type 4 and its stabilizer $A_{2}$ induces $S y m_{4}$ on these four points with kernel $K_{2}^{+} \cong 2^{4}: S y m_{3}$. Furthermore, it is easy to check that the image of $A_{2}$ in Out $K_{2}^{+}$is $S y m_{3}$. Since $A_{2}$ is generated by $A_{23}$ and $A_{24}$, the image is determined solely by the structure of $\left\{A_{4}, A_{3}\right\}$. Since no flag-transitive automorphism group of the Petersen
graph possesses $S y m_{3}$ as a homomorphic image, the amalgam $\mathcal{X}^{(2)}$ indeed does not lead to a $P$-geometry.

Thus $\mathcal{X}=\left\{G_{4}, G_{3}\right\}$ is isomorphic to to $\mathcal{X}^{(1)}$. Consider the action of $\bar{G} \cong M_{23}$ on $\overline{\mathcal{G}}=\mathcal{G}\left(M_{23}\right)$ and let $\bar{G}_{i}, 1 \leq i \leq 4$, be the maximal parabolics associated with this action. Then $\overline{\mathcal{X}}=\left\{\bar{G}_{4}, \bar{G}_{3}\right\}$ is also isomorphic to $\mathcal{X}^{(1)}$. Let $\bar{K}_{2}^{+}$be the kernel of the action of $\bar{G}_{2}$ on $\operatorname{res} \frac{+}{\mathcal{G}}\left(\bar{x}_{2}\right)$ (where $\bar{x}_{2}$ is the element of type 2 stabilized by $\bar{G}_{2}$ ). Then it is easy to deduce from the structure of $\bar{G}_{2} \cong 2^{4}:\left(3 \times A l t_{5}\right) .2$ (compare p. 114 in [Iv99]) that $\bar{K}_{2}^{+} \cong 2^{4}$ : 3 and the image of $\bar{G}_{2}$ in Out $\bar{K}_{2}^{+}$is isomorphic to $S y m_{5}$. Furthermore, an element of order 3 in $\bar{K}_{2}^{+}$acts fixed-point freely on $O_{2}\left(\bar{K}_{2}^{+}\right)$, which implies that the centre of $\bar{K}_{2}^{+}$is trivial and we have the following.

Lemma 11.3.3 Let $\psi$ be the natural homomorphism of the universal completion of $\mathcal{X}=\left\{G_{4}, G_{3}\right\}$ onto $G$ and $\psi_{2}$ be the restriction of $\psi$ to the subgroup $\widetilde{G}_{2}$ in the universal completion generated by the subgroups $G_{2 i}=N_{G_{i}}\left(K_{2}^{+}\right)$for $i=3$ and 4 . Then $\operatorname{ker} \psi_{2}=C_{\widetilde{G}_{2}}\left(K_{2}^{+}\right)$.

By the above lemma the amalgam $\left\{G_{2}, G_{3}, G_{4}\right\}$ is isomorphic to the corresponding amalgam in $\bar{G} \cong M_{23}$. Furthermore the subamalgam $\mathcal{D}=$ $\left\{G_{1 i} \mid 2 \leq i \leq 4\right\}$ is uniquely determined and hence $G_{1}$ is either the universal completion of $\mathcal{D}$ (isomorphic to $3 \cdot M_{22}$ ) or the $M_{22}$-quotient of the universal completion. In the latter case $\mathcal{A}=\left\{G_{i} \mid 1 \leq i \leq 4\right\}$ is isomorphic to the amalgam of maximal parabolics in $M_{23}$ while in the former case the coset geometry of the universal completion of $\mathcal{A}$ is the universal 2-cover of $\mathcal{G}\left(M_{23}\right)$. By Proposition 3.6.5 in [Iv99] the geometry $\mathcal{G}\left(M_{23}\right)$ is 2-simply connected which gives the main result of the section.

Proposition 11.3.4 All the amalgams of $M_{23}$-shape are isomorphic to $\mathcal{A}\left(M_{23}, \mathcal{G}\left(M_{23}\right)\right.$ ) (in particular $G_{1} \cong M_{22}$ ) and and the universal completion of such an amalgam is $M_{23}$.

## $11.4 \mathrm{Co}_{2}$-shape

In this section $\mathcal{G}$ is a rank $4 P$-geometry with the diagram

such that the residue of a point is isomorphic to either $\mathcal{G}\left(M_{22}\right)$ or $\mathcal{G}\left(3 \cdot M_{22}\right)$ and

$$
G_{1} \sim 2^{10} . \text { Aut } M_{22} \text { or } G_{1} \sim 2^{10} .3 \cdot \text { Aut } M_{22}
$$

with $K_{1}=O_{2}\left(G_{1}\right)$ being the irreducible Golay code module $\mathcal{C}_{10}$ for $\bar{G}_{1} / O_{3}\left(\bar{G}_{1}\right) \cong$ Aut $M_{22}$ (where $\bar{G}_{1}=G_{1} / K_{1}$ as usual.) We will assume that $\bar{G}_{1} \cong$ Aut $M_{22}$, the arguments for the case when $\bar{G}_{1} \cong 3 \cdot$ Aut $M_{22}$ are basically the same.

By Table VI in Section 8.2 the group $H^{2}\left(\right.$ Aut $\left.M_{22}, \mathcal{C}_{10}\right)$ is non-trivial (1-dimensional), so a priori $G_{1}$ might or might not split over $K_{1}$. At this
stage we can only say is the following. Since $H^{2}\left(M_{22}, \mathcal{C}_{10}\right)$ is trivial, the commutator subgroup $G_{1}^{\prime}$ of $G_{1}$ is the semidirect product of $\mathcal{C}_{10}$ and $M_{22}$ with respect to the natural action. Since $H^{1}\left(M_{22}, \mathcal{C}_{10}\right)$ is 1-dimensional, $G_{1}^{\prime}$ contains exactly two classes of complements to $K_{1}$. This shows that $O=$ Out $G_{1}^{\prime}$ is elementary abelian of order 4 generated by the images of two automorphisms $c$ and $n$, where $c$ swaps the classes of complements and commutes with $G_{1}^{\prime} / K_{1} \cong M_{22}$, while $n$ normalizes one of the complements and induces on this complement an outer automorphism. Then the preimage in Aut $G_{1}^{\prime}$ of the subgroup $\langle c n\rangle$ of $O$ is the unique non-split extension of $\mathcal{C}_{10}$ by Aut $M_{22}$. Thus $G_{1}$ is isomorphic either to this extension or to the semidirect product of $\mathcal{C}_{10}$ and Aut $M_{22}$ (the preimage in Aut $G_{1}^{\prime}$ of the subgroup $\langle n\rangle$ ). We will see in due course that the latter possibility holds.

We follow the direct strategy and reconstruct first the amalgam $\mathcal{B}=$ $\left\{G_{1}, G_{2}\right\}$. The subgroup $G_{12}$ is the preimage in $G_{1}$ of the stabilizer $\bar{S} \cong$ $2^{5}: \operatorname{Sym}_{5}$ in $\bar{G}_{1}$ of $x_{2}$ (which is a point in $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(M_{22}\right)$.) It follows from (4.2.6) that $\mathcal{C}_{10}$, as a module for $\bar{S}$, possesses the submodule series

$$
1<K_{1}^{(2)}<K_{1}^{(1)}<K_{1}
$$

where $K_{1}^{(2)}=C_{K_{1}}\left(O_{2}(\bar{S})\right)$ is the orthogonal module $V_{o}$ of $\bar{S} / O_{2}(\bar{S}) \cong$ Sym $_{5}, K_{1}^{(1)}=\left[K_{1}, O_{2}(\bar{S})\right]$ has codimension 1 in $K_{1}$ and $K_{1}^{(1)} / K_{1}^{(2)} \cong O_{2}(\bar{S})$ is the indecomposable extension of the natural module $V_{n}$ of $F$ by a trivial 1-dimensional module.

Recall that $V_{o}$ is also the heart of the $G F(2)$-permutational module on 5 points. The orbits on the non-zero vectors in $V_{o}$ have length 5 and 10 and $V_{o}$ is the universal representation group of the derived system of $\mathcal{G}\left(A l t_{5}\right)$ (cf. (3.9.4)). The action of $S y m_{5}$ on the set of non-zero vectors in $V_{n}$ is transitive. By (2.8.2) and Table VI in Section $8.2 K_{1}^{(1)} / K_{1}^{(2)}$ is the largest extension $V_{n}^{u}$ of $V_{n}$ by trivial modules. We call $V_{n}^{u}$ the extended natural module of $S y m_{5}$. The extended natural module is the dual of the universal representation module of $\mathcal{G}\left(A l t_{5}\right)$ factored over the 1-dimensional trivial Sym ${ }_{5}$-submodule (notice each of $V_{n}$ and $V_{o}$ is 4-dimensional and self-dual). The following result is similar to (12.6.2), we also follow the notation of (12.6.2).

Lemma 11.4.1 We have

$$
G_{2} \sim 2^{4+8+2} \cdot\left(\text { Sym }_{5} \times \text { Sym }_{3}\right),
$$

and furthermore
(i) $K_{1} \cap K_{2}=K_{1}^{(1)}$ has index 2 in $K_{1}$;
(ii) $K_{2}=O_{2}\left(G_{2}\right)$ and $K_{2} / L_{2}$ is the tensor product of the extended natural module of the Sym $5_{5}$-direct factor of $\bar{G}_{2}$ and of the 2-dimensional module for the Sym $\mathrm{Sy}_{3}$-direct factor;
(iii) $L_{2}=\cap_{E \in \mathcal{E}} E$ and $L_{2} \cong 2^{4}$ is the orthogonal module for the Sym ${ }_{5}$ direct factor of $\bar{G}_{2}$;
(vi) if $E$ is an elementary abelian subgroup of order $2^{9}$ in $K_{2}$ which is normal in $K_{2}^{-}$then $E \in \mathcal{E}$.

We know that at least $G_{1}^{\prime}$ splits over $K_{1}$ and hence $G_{1}^{\prime} \cap G_{12}$ is a semidirect product of $K_{1}$ and a subgroup $T \cong 2^{4}:$ Sym $_{5}$, which maps isomorphically onto the stabilizer of $x_{2}$ in $\bar{G}_{1}^{\prime} \cong M_{22}$. Since $T$ is a maximal parabolic associated with the action of $M_{22}$ on $\mathcal{G}\left(M_{22}\right)$, we know that it splits over $O_{2}(T)$. Let $B \cong S y m_{5}$ be a complement to $O_{2}(T)$ in $T$,

$$
C=\left\langle K_{1}, B\right\rangle \quad \text { and } D=C \cap K_{2}^{-} .
$$

Since $K_{1}$ induces on $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{2}\right)$ an action of order 2 with kernel $K_{1}^{(1)}$, we observe that $D$ is an extension (split or non-split) of $K_{1}^{(1)}$ by Sym $_{5}$.
Lemma 11.4.2 As a module for $D / O_{2}(D) \cong$ Sym $_{5}, K_{1}^{(1)}$ possesses the direct sum decomposition:

$$
K_{1}^{(1)}=L_{2} \oplus V_{1}
$$

where $V_{1}$ maps isomorphically onto $K_{1}^{(1)} / K_{1}^{(2)}$.
Proof. The result can be checked either by direct calculation in $\mathcal{C}_{10}$ or by noticing that $L_{2}$ being the orthogonal module is projective.

Consider $\widetilde{D}=D / V_{1}$ which is an extension by $S y m_{5}$ of the orthogonal $\underset{\sim}{\sim}$ module $V_{o} \cong L_{2}$. Since $H^{2}\left(S y m_{5}, V_{o}\right)$ is trivial, $\widetilde{D}$ contains a complement $\widetilde{F} \cong \operatorname{Sym}_{5}$ to $O_{2}(\widetilde{D})$.

Let $F$ be the full preimage of $\widetilde{F}$ in $D$, so that $F$ is an extension of $V_{1}$ (which is an elementary abelian subgroup of order $2^{5}$ ) by $S_{y m_{5}}$. Notice that by the construction we have

$$
F<D<K_{2}^{-}
$$

Lemma 11.4.3 Let $t$ be a generator of a Sylow 3-subgroup of $O_{2,3}\left(G_{2}\right)$. Then
(i) $F^{t} \leq G_{1}$ and $F^{t} \cap K_{1}=1$;
(ii) $G_{1}$ splits over $K_{1}$;
(iii) $F$ splits over $O_{2}(F)$.

Proof. Since $F \leq K_{2}^{-}$and $K_{2}^{-}$is normal in $G_{2}$, it is clear that $F^{t} \leq G_{1}$. Since $t \in G_{2} \backslash G_{12}, t$ permutes transitively the three subgroups constituting $\mathcal{E}$. Hence by (11.4.1 (iii)) we have

$$
\left(K_{1}^{(1)}\right)^{t} \cap K_{1}^{(1)}=L_{2}
$$

and since $K_{1}^{(1)}=L_{2} \oplus V_{1}$, where $V_{1}=O_{2}(F)$, (i) follows. The image of $F^{t}$ in $\bar{G}_{1}$ contains a Sylow 2-subgroup of $\bar{G}_{1}$ and hence (ii) follows from (i) and Gaschütz theorem. Finally, since $F^{t}$ maps onto a maximal parabolic
associated with the action of $\bar{G}_{1} \cong$ Aut $M_{22}$ on $\mathcal{G}\left(M_{22}\right)$, we know that it splits over its $O_{2}$, hence so does $F$.

Thus $G_{1}$ is uniquely determined up to isomorphism and $G_{12}$ is uniquely determined up to conjugation in $G_{1}$. The next lemma identifies $K_{2}^{-}$as a subgroup in $G_{12}$ (recall that if $P$ is a group, then $P^{\infty}$ is the smallest normal subgroup in $P$ such that $P / P^{\infty}$ is solvable.

Lemma 11.4.4 The following assertions hold:
(i) $K_{2}^{-}$is a semidirect product of $K_{2}$ and a subgroup $X \cong S y m_{5}$;
(ii) $L_{2}$ is the unique elementary abelian normal subgroup in $G_{12}$ which is isomorphic to the orthogonal module for $X$;
(iii) $O_{2}\left(G_{12}^{\infty}\right) / L_{2}$ is the direct sum of two copies of the natural module for $X$ and $K_{2}=C_{G_{12}}\left(O_{2}\left(G_{12}^{\infty}\right) / L_{2}\right)$;
(iv) if $Y=K_{2} / O_{2}\left(G_{12}^{\infty}\right)$ then $Y$ is elementary abelian of order $2^{2}$ and $K_{2}^{-}=C_{G_{12}}(Y)$.

Proof. (i) follows from (11.4.3 (iii)), the rest is an immediate consequence of (11.4.1).

Our next objective is to calculate Out $K_{2}^{-}$. Since the centre of $K_{2}^{-}$is trivial, $G_{2}$ is the preimage in Aut $K_{2}^{-}$of a $S y m_{3}$-subgroup in Out $K_{2}^{-}$. We start with the following.

Lemma 11.4.5 The group $K_{2}^{-}$contains exactly four classes of complements to $K_{2}=O_{2}\left(K_{2}^{-}\right)$.

Proof. By (11.4.4 (i)) $X$ is one of the complements. Let $\mathcal{E}=\left\{E_{i} \mid\right.$ $1 \leq i \leq 3\}$ and $E_{1}=K_{1}^{(1)}=K_{1} \cap K_{2}$. Then by (11.4.2) $E_{i}$ as a module for $X$ is the direct sum $L_{2} \oplus V_{i}$, where $L_{2}$ is the orthogonal module and $V_{i}$ is the extended natural module. It is easy to deduce from Table VI in Section 8.2 that $H^{1}\left(S y m_{5}, V_{i}\right)$ is one dimensional. Since $H^{1}\left(S y m_{5}, L_{2}\right)$ is trivial, by (8.2.1) we see that the group $E_{i} X$ contains exactly two classes of complements with representatives $X_{0}=X$ and $X_{i}$, where $1 \leq i \leq 3$. We claim that for $0 \leq i<j \leq 3$ the complements $X_{i}$ and $X_{j}$ are not conjugate in $K_{2}^{-}$. Let $X_{i}(j)$ denote the image of $X_{i}$ in $K_{2}^{-} / E_{j}$. Clearly $X_{0}(j)=X_{j}(j)$, but for $k \neq j$ and $1 \leq k \leq 3$ the image $E_{k} X$ in $K_{2}^{-} / E_{j}$ is isomorphic to $E_{k} X / L_{2}$ and still contains two classes of complements, which shows that $X_{0}(j) \neq X_{k}(j)$ and proves the claim. In order to get an upper bound on the number of complements consider the normal series

$$
L_{2}<E_{1}<K_{2}
$$

Since $L_{2}$ is the orthogonal module while both $E_{1} / L_{2}$ and $K_{2} / E_{1}$ are isomorphic to the extended natural module $V_{1}$. We have seen already that all complements in $L_{2} X$ are conjugate while $V_{1} X$ contains two classes of complements. Hence altogether there are at most four classes of complements.

Lemma 11.4.6 The action of $\mathrm{Out}_{2}^{-}$on the set of four classes of complements to $K_{2}$ is faithful, in particular, Out $K_{2}^{-} \leq$Sym $_{4}$.

Proof. Suppose that $\tau \in$ Aut $K_{2}^{-}$stabilizes every class of complements as a whole. Then, adjusting $\tau$ by a suitable inner automorphism we can assume that $\tau$ normalizes $X_{0} \cong \operatorname{Sym}_{5}$ and since the latter group is complete, we can further assume that $\tau$ centralizes $X_{0}$. Consider the quotient $J=K_{2}^{-} / O_{2}\left(G_{12}^{\infty}\right) \cong 2^{2} \times \operatorname{Sym}_{5}$. Then the set of images in $J$ of the complements $X_{i}$ for $0 \leq i \leq 3$ forms the set of all $S y m_{5}$-subgroups in $J$, which shows that $\tau$ centralizes $J$. On the other hand, the images of the subgroups from $\mathcal{E}$ form the set of subgroups of order 2 in the centre of $J$. Hence $\tau$ normalizes every $E_{i} \in \mathcal{E}$. The action of $\tau$ on $E_{i}$ must commute with the action of $X$ on $E_{i}$. We know that $E_{i}$, as a module for $X$ is isomorphic to the direct sum of the orthogonal and the extended natural modules. Since these two modules do not have common composition factors, it is easy to conclude that $\tau$ must centralize $E_{i}$ which shows that $\tau$ is the identity automorphism.

Lemma 11.4.7 Let $\widehat{G}_{1}$ be the semidirect product with respect to the natural action of the irreducible Golay code module $\mathcal{C}_{11}$ for $M_{24}$ and Aut $M_{22}$ (considered as a subgroup in $M_{24}$ ). Then
(i) $\widehat{G}_{1}$ contains $G_{1}$ with index 2 ;
(ii) $C_{\widehat{G}_{1}}\left(K_{2}^{-}\right)$is trivial;
(iii) the image of $N_{\widehat{G}_{1}}\left(K_{2}^{-}\right)$in Out $K_{2}^{-}$has order 4.

Proof. (i) is immediate from (11.4.3 (ii)). It is easy to see that Aut $M_{22}$ has three orbits on $\mathcal{C}_{11} \backslash \mathcal{C}_{10}$ with length $352,616,672$ and with stabilizers $A l t_{7}$, Aut $S y m_{6}$ and $P G L(2,11)$, respectively. This shows that $K_{2}^{-} /\left(K_{2} \cap\right.$ $\left.K_{1}\right) \cong 2^{5}:$ Sym $_{5}$ acts fixed-point freely on $\mathcal{C}_{11} \backslash \mathcal{C}_{10}$, which implies (ii), since we already know that the centre of $K_{2}^{-}$is trivial. It is clear that $K_{2}^{-}$ has index 4 in its normaliser in $\widehat{G}_{1}$, so (ii) gives (iii).

Lemma 11.4.8 Out $K_{2}^{-} \cong$ Sym $_{4}$.
Proof. By (11.4.6) all we have to do is it present sufficiently many automorphisms. Since $K_{2}^{-}$is isomorphic to the corresponding subgroup associated with the action of $\mathrm{Co}_{2}$ on $\mathcal{G}\left(\mathrm{Co}_{2}\right)$, we know that Out $K_{2}^{-}$contains $S_{y m}$. By (11.4.7) it also contains a subgroup of order 4, hence the result.

Proposition 11.4.9 The amalgam $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ is uniquely determined up to isomorphism.

Proof. Since all $S y m_{3}$-subgroup in $S y m_{4}$ are conjugate, by (11.4.3 (ii)), (11.4.4 (iv)) and (11.4.8) the type of $\mathcal{B}$ is uniquely determined and it only remains to apply Goldschmidt's lemma. Since the centraliser of $K_{2}^{-}$ in $G_{12}$ is trivial, it is easy to see that Aut $G_{12}$ coincides with the normaliser
of $G_{12}$ in Aut $K_{2}^{-}$. So Out $G_{12}$ has order 2. On the other hand, by (11.4.7 (iii)) the image of $N_{\text {Aut } G_{1}}\left(G_{12}\right)$ in Out $G_{12}$ is also of order 2. Hence the type of $\mathcal{B}$ determines $\mathcal{B}$ up to isomorphism.

Now (8.6.1) applies and gives the following.
Proposition 11.4.10 An amalgam $\mathcal{A}$ of $\mathrm{Co}_{2}$-shape is isomorphic to either

$$
\mathcal{A}\left(\mathrm{Co}_{2}, \mathcal{G}\left(\mathrm{Co}_{2}\right)\right) \text { or } \mathcal{A}\left(3^{23} \cdot \mathrm{Co}_{2}, \mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)\right)
$$

and the universal completion of $\mathcal{A}$ is isomorphic to either $\mathrm{Co}_{2}$ or $3^{23} \cdot \mathrm{Co}_{2}$, respectively.

## $11.5 \quad J_{4}$-shape

In this section $\mathcal{G}$ is a $P$-geometry of rank 4 with the diagram

the residue of a point is isomorphic to $\mathcal{G}\left(3 \cdot M_{22}\right)$,

$$
G_{1} \sim 2.2^{12} .3 \cdot \text { Aut } M_{22}, \quad G_{4} \sim 2^{4} \cdot 2^{4} \cdot 2^{6} . L_{4}(2),
$$

where $L_{1}$ is of order 2 and $K_{1} / L_{1}$ is the universal representation module of the extended system of $\mathcal{G}\left(3 \cdot M_{22}\right)$. We start with the following.

Lemma 11.5.1 $K_{1}=O_{2}\left(G_{1}\right)$ is extraspecial of plus type, so that $G_{1} \sim$ $2_{+}^{1+12} .3 \cdot$ Aut $M_{22}$.

Proof. Since $L_{1}$ is of order 2 and $K_{1} / L_{1}$ is isomorphic to the universal representation module of the extended system of $\mathcal{G}\left(3 \cdot M_{22}\right)$ on which $\bar{G}_{1} \cong$ $3 \cdot$ Aut $M_{22}$ acts irreducibly, preserving a unique quadratic form of plus type, all we have to show is that $K_{1}$ is non-abelian.

We consider the action of $G$ on the derived graph $\Delta$ of $G$ and follow the notation in Chapter 9. The subgroup $K_{1}$ is the vertex-wise stabilizer of the subgraph $\Sigma=\Sigma\left[x_{1}\right]$ induced by the vertices (the elements of type 4) incident to $x_{1}$. Since $K_{1} / L_{1}$ is non-trivial, $K_{1}$ acts non-trivially on $\Delta\left(x_{4}\right)$, which means that its image in $H / H_{1} \cong L_{4}(2)$ is non-trivial. On the other hand, $H_{3} \cong 2^{4}$ fixes every vertex whose distance from $x_{4}$ is at most 3 and since the action of $\bar{G}_{1} \cong 3 \cdot M_{22}$ on $\Sigma$ satisfies the $\left(*_{3}\right)$-condition, $H_{3}$ fixes $\Sigma$ vertex-wise and hence $H_{3} \leq K_{1}$. Since $H / H_{1}$ acts faithfully on $H_{3}, K_{1}$ is non-abelian.

Clearly $G_{12}$ is the full preimage in $G_{1}$ of the stabilizer $G_{12} / K_{1} \cong 2^{5}$ : Sym $_{5}$ of $x_{2}$ in $\bar{G}_{1} \cong 3 \cdot$ Aut $M_{22}$. By (4.4.8) we know that (as a module for $\left.G_{12} / K_{1}\right) K_{1} / L_{1}$ possesses a unique composition series $V^{(1)}<\ldots<V^{(5)}<$ $K_{1} / L_{1}$. For $1 \leq i \leq 5$ let $K_{1}^{(i)}$ denote the full preimage of $V^{(i)}$ in $K_{1}$.

Lemma 11.5.2 We have

$$
G_{2} \sim 2^{2+1+4+8+2} .\left(\text { Sym }_{5} \times \text { Sym }_{3}\right),
$$

furthermore, if $\left\{x_{1}, y_{1}, z_{1}\right\}$ is the set of points incident to $x_{2}$, then
(i) $K_{1}^{(5)}=K_{1} \cap K_{2}$ has index 2 in $K_{1}$;
(ii) $K^{(3)}=L_{2}$ and $K_{2} / L_{2}$ is the tensor product of the extended natural module of $K_{2}^{-} / K_{2} \cong S y m_{5}$ and the 2-dimensional module for $K_{2}^{+} / K_{2} \cong S y m_{3} ;$
(iii) $L_{2}$ is a maximal abelian subgroup in $K_{1}$ (of order $2^{7}$ );
(iv) $V:=K^{(2)}$ is elementary abelian of order $2^{3}$ normal in $G_{2}$;
(v) $K^{(1)}=\left\langle L\left(x_{1}\right), L\left(y_{1}\right), L\left(z_{1}\right)\right\rangle$ is a normal subgroup of order 4 in $G_{2}$ and $L_{2} / K^{(1)}$ is the dual of the extended natural module of $K_{2}^{-} / K_{2}$ centralized by $K_{2}^{+} / K_{2} \cong$ Sym $_{3}$.

Proof. Everything follows from (4.4.8). Notice that $V$ is the largest subgroup in $K_{2}$ inside which all the chief factors of $G_{12}$ are trivial.

As an immediate consequence of (11.5.2 (v)) we obtain the following.
Lemma 11.5.3 Let $\varphi$ be the mapping of the point-set of $\mathcal{G}$ into $G$ which sends $y$ onto the unique involution in $L(y)$. Then $(G, \varphi)$ is a $G$-admissible representation of $\mathcal{G}$.

The subgroup $G_{12}$ is not maximal in $G_{1}$, since it is properly contained in $\widehat{G}_{12}=\left\langle G_{12}, X\right\rangle$, where $X$ is a Sylow 3 -subgroup of $O_{2,3}\left(G_{1}\right)$, so that $\widehat{G}_{12}=G_{12} O_{2,3}\left(G_{1}\right)$.

Lemma 11.5.4 $V$ is normal in $\widehat{G}_{12}$.
Proof. The image $\bar{X}$ of $X$ in $\bar{G}_{1}$ coincides with $O_{3}\left(\bar{G}_{1}\right)$. By (4.4.8) $\bar{X}$ normalizes $V^{(2)}$ which means that $X$ normalizes $V$.

By (11.5.2 (iv)) and (11.5.4) $V$ is normal in both $G_{2}$ and $\widehat{G}_{12}$. Furthermore

$$
G_{12}=G_{2} \cap \widehat{G}_{12} \text { and }\left[G_{2}: G_{12}\right]=\left[\widehat{G}_{12}: G_{12}\right]=3
$$

Lemma 11.5.5 Let $C=C_{G_{12}}(V), Q=O_{2}(C), A=$ Aut $V \cong L_{3}(2), A_{1}$ and $A_{2}$ be the images in $A$ of $\widehat{G}_{12}$ and $G_{2}$, respectively. Then
(i) $\left\{A_{1}, A_{2}\right\}$ is the amalgam of maximal parabolics in $A$, so that $A_{1}$ is the stabilizer of the 1-subspace $L_{1}$ and $A_{2}$ is the stabilizer of the 2subspace $K^{(1)}$ in $V$;
(ii) $Q$ is the normal closure of $K^{(4)}$ in $G_{2}$ of order $2^{15}$ and $C / Q \cong S y m_{5}$;
(iii) $C$ is the largest subgroup in $G_{12}$ normal in both $G_{2}$ and $\widehat{G}_{12}$ and

$$
C \sim 2^{1+1+1+4+4+4} . \text { Sym }_{5}
$$

Proof. Since $K_{1}$ is extraspecial by (11.5.1), it induces on $V$ the group of all transvections with centre $L_{1}$. Since $X$ acts on $V$ non-trivially and $X$ is fully normalized in $\widehat{G}_{12}$ it is clear that $\widehat{G}_{12}$ induces on $V$ the full stabilizer of $L_{1}$ in $A$. Thus $G_{12}$ induces the Borel subgroup $D_{8}$. Since $G_{2}$ induces $S y m_{3}$ on $K^{(1)}$, (iii) follows. By the above $K_{2}$ induces on $V$ an action of order 4, and hence (ii) follows from (11.5.2). The amalgam $\left\{A_{1}, A_{2}\right\}$ is simple and it is clear that

$$
C_{G_{2}}(V) \leq G_{12} \quad \text { and } C_{\widehat{G}_{12}}(V) \leq G_{12}
$$

hence (i) follows.
By (11.5.5) we observe that

$$
\widehat{G}_{12} \sim 2^{1+2+8+4} .\left(\text { Sym }_{5} \times \text { Sym }_{4}\right), \quad G_{2} \sim 2^{2+1+4+8} .\left(\text { Sym }_{5} \times \text { Sym }_{4}\right)
$$

Now we are going to make use of the $T$-subgeometries in $\mathcal{G}$. From Lemma 7.1.7 in [Iv99] and the paragraph before that lemma we can deduce the following.

Proposition 11.5.6 The geometry $\mathcal{G}$ under consideration contains a family of $T$-subgeometries of rank 3 , such that
(i) the element $x_{3}$ is contained in a unique subgeometry $\mathcal{S}$ from the family and $\operatorname{res}_{\mathcal{S}}^{-}\left(x_{3}\right)=\operatorname{res}_{\mathcal{G}}^{-}\left(x_{3}\right)$;
(ii) the stabilizer $S$ of $\mathcal{S}$ in $G$ acts on $\mathcal{S}$ flag-transitively;
(iii) the residue $\operatorname{res}_{\mathcal{S}}\left(x_{1}\right)$ belongs to the family of $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$-subgeometries in $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(3 \cdot M_{22}\right)$.

By (11.5.6) $\left\{x_{1}, x_{2}, x_{3}\right\}$ is a maximal flag in $\mathcal{S}$ and $\left\{S_{i}=S\left(x_{i}\right) \mid 1 \leq\right.$ $i \leq 3\}$ is the amalgam of maximal parabolics associated with the action of $S$ on $\mathcal{S}$ (we will see below that the action is not faithful).

Lemma 11.5.7 The following assertions hold:
(i) $S_{3}=G_{3} \sim\left[2^{18}\right] . L_{3}(2)$;
(ii) $S_{1} \sim 2^{1+6+6} .3 \cdot 2^{4}$. Sym $_{6}$.

Proof. (i) follows from (11.5.6 (i)) while (ii) follows from (11.5.6 (iii)).

Lemma 11.5.8 Let $K_{S}$ be the kernel of the action of $S$ on $\mathcal{S}$ and $\bar{S}=$ $S / K_{S}$. Then $K_{S}$ is of order $2^{11}$ and $\mathcal{S} \cong \mathcal{G}\left(M_{24}\right)$ or $\mathcal{S} \cong \mathcal{G}(H e)$.

Proof. By the classification of the rank $3 T$-geometries $\mathcal{S}$ is isomorphic to

$$
\mathcal{G}\left(M_{24}\right), \quad \mathcal{G}(H e) \text { or } \mathcal{G}\left(3^{7} \cdot S_{6}(2)\right)
$$

Suppose that $\mathcal{S}$ is isomorphic to the latter of the geometries and $\bar{S} \cong$ $3^{7} \cdot S_{6}(2)$ (the only flag-transitive automorphism group of $\mathcal{G}\left(3^{7} \cdot S_{6}(2)\right)$ ).

Then $S_{1} / K_{S} \cong 3 \cdot 2^{4} \cdot$ Sym $_{6}$ and it is easy to deduce from (11.5.7) that if $X$ is a Sylow 3 -subgroup of $O_{2,3}\left(S_{1}\right)$ then $X$ acts faithfully on $K_{S}$. By considering the action of $S_{6}(2)$ on the set of hyperplanes of $3^{7}$ it is easy to see that the smallest faithful $G F(2)$-representation of $\bar{S}$ has dimension 56 .

Thus $K_{S}$ is of order $2^{11}, S_{1} / K_{S} \cong 2^{6}: 3 \cdot$ Sym $_{6}$ and hence (compare (11.5.7 (ii))) $L_{1}=L\left(x_{1}\right)$ is contained in $K_{S}$. Let $\varphi_{S}$ be the restriction to $\mathcal{S}$ of the mapping as in (11.5.3). Then $\operatorname{Im} \varphi_{S} \leq K_{S}$ and $\left(\operatorname{Im} \varphi_{S}, \varphi_{S}\right)$ is an $S$-admissible presentation of $\mathcal{S}$. Clearly a quotient of $\operatorname{Im} \varphi_{S}$ over its commutator subgroup supports a non-trivial abelian representation of $\mathcal{S}$. By (4.6.1) every $H e$-admissible representation of $\mathcal{G}(H e)$ has dimension at least 51 and by (4.3.1) the only $M_{24}$-admissible representation of $\mathcal{G}\left(M_{24}\right)$ is supported by the 11-dimensional Todd module, so we have the following.

Proposition 11.5.9 The following assertions hold:
(i) $\mathcal{S} \cong \mathcal{G}\left(M_{24}\right)$;
(ii) $\bar{S} \cong M_{24}$;
(iii) $K_{S} \cong \overline{\mathcal{C}}_{11}$ (the irreducible Todd module).

Now we are in a position to identify the subgroup $T=\left\langle\widehat{G}_{12}, G_{2}\right\rangle$.
Lemma 11.5.10 Let $V$ be as in (11.5.2(iv)). Then
(i) $N_{S}(V)$ contains $K_{S}$ and $N_{S}(V) / K_{S} \cong 2^{6}:\left(S y m_{3} \times L_{3}(2)\right)$ is the stabilizer of a trio in $\bar{S} \cong M_{24}$;
(ii) $\widehat{G}_{12}=\left(\widehat{G}_{12} \cap S\right) C$ and $G_{2}=\left(G_{2} \cap S\right) C$;
(iii) $T \cong 2^{3+12} \cdot\left(\operatorname{Sym}_{5} \times L_{3}(2)\right)$.
(iv) let $\psi: T \rightarrow \bar{T}=T / C \cong L_{3}(2)$ be the natural homomorphism and $\bar{\tau}$ be an involution from $\bar{T}$, then $\psi^{-1}(\bar{\tau})$ contains an involution.

Proof. It is easy to notice that $V$ is contained in $K_{S}$ so that (i) follows from the basic properties of the irreducible Todd module $K_{S} \cong \overline{\mathcal{C}}_{11}$. Since $N_{S}(V)$ induces $L_{3}(2)$ on $V$, each of $\widehat{G}_{12} \cap S$ and $G_{2} \cap S$ induces $S y m_{4}$, so (ii) follows from (11.5.5 (iii)). Finally (iii) is by (ii) and (11.5.5 (iii)).

In order to prove (iv), notice that $K_{1} \cap C$ is the orthogonal complement to $V$ with respect to the bilinear form induced by the commutator map on $K_{1}$. Hence $\psi\left(K_{1}\right)$ is an elementary abelian subgroup of order $2^{2}$. Since all involutions in $\bar{T}$ are conjugate, we can assume that $\bar{\tau} \in \psi\left(K_{1}\right)$. Since $K_{1}$ is extraspecial, it is easy to see (compare (4.4.7)) that there is an involution in $K_{1} \backslash\left(K_{1} \cap C\right)$.

Let us take a closer look at the subgroup $S_{1}=G_{1} \cap S$ as in (11.5.7 (ii)). On the one hand, $K_{1} \leq S_{1}$ and $S_{1} / K_{1} \cong 2^{4}: 3 \cdot S y m_{6}$ is the stabilizer in $\bar{G}_{1} \cong 3 \cdot$ Aut $M_{22}$ of a $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$-subgeometry in $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(3 \cdot M_{22}\right)$. On the other hand, $K_{S} \leq S_{1}$ and $S_{1} / K_{S} \cong 2^{6}: 3 \cdot S y m_{6}$ is the stabilizer in $\bar{S} \cong M_{24}$ of $x_{1}$ considered as a point of $\mathcal{S}$.

Lemma 11.5.11 The following assertions hold, where $X$ is a Sylow 3subgroup of $O_{2,3}\left(S_{1}\right)$ :
(i) if $A=N_{S_{1}}(X) \sim\left[2^{5}\right] .3 \cdot$ Sym $_{6}$, then $O_{2}(A)$ is the indecomposable extension of a 1-dimensional module by the natural symplectic module of $A / O_{2,3}(A) \cong S_{y} m_{6} \cong S_{4}(2)$;
(ii) if $B=N_{G_{1}}(X) \sim 2.3 \cdot$ Aut $M_{22}$, then $B^{\prime}$ has index 2 in $B$, so $B$ does not split over $L_{1}=O_{2}(B)$;
(iii) $B^{\prime} \cong 6 \cdot M_{22}$ is the unique covering group of $M_{22}$ with centre of order 6;
(iv) $G_{1}$ splits over $G_{1}^{\prime}$;
(v) $G_{1}$ is isomorphic to the point-stabilizer of $J_{4}$ acting on $\mathcal{G}\left(J_{4}\right)$;
(vi) $A$ splits over $O_{2}(A)$;
(vii) $S$ splits over $K_{S}=O_{2}(S)$.
(viii) $S$ is isomorphic to the stabilizer in $J_{4}$ of a $\mathcal{G}\left(M_{24}\right)$-subgeometry in $\mathcal{G}\left(J_{4}\right)$.

Proof. Since $O_{2}(A) \leq K_{S}$, (i) follows from Lemma 3.8.5 in [Iv99]. Since $O_{2}(A) \leq G_{1}^{\prime}$ (ii) follows from (i). The Schur multiplier of $M_{22}$ is cyclic of order 12 [Maz79], and since $\bar{G}_{1}$ does not split over its $O_{3}$, (iii) follows from (ii). In order to prove (iv) we need to show that $G_{1} \backslash G_{1}^{\prime}$ contains an involution. We follow notation as in (11.5.10 (iv)). By (11.5.5 (ii)) the images of $\left(G_{1} \cap T\right)$ and $\left(G_{1}^{\prime} \cap T\right)$ in $\bar{T}$ are isomorphic to $S y m_{4}$ and $A l t_{4}$, respectively. Hence the existence of the involution in $G_{1} \backslash G_{1}^{\prime}$ follows from (11.5.10 (iv)). Since $G_{1} / L_{1} \cong 2^{12}: 3 \cdot$ Aut $M_{22}$ is the semidirect product of the universal representation module of the extended system of $\mathcal{G}\left(3 \cdot M_{22}\right)$ and the automorphism group of this geometry, $G_{1} / L_{1}$ is uniquely determined up to isomorphism. Hence (v) follows from (iii) and (iv). Since $A$ is contained in $G_{1}$, (v) implies (vi).

Let us prove (vii). Let $\mathcal{D}_{1}$ be the $\mathcal{G}\left(3 \cdot S_{4}(2)\right.$ )-subgeometry in $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ such that $S_{1}$ is the stabilizer of $\mathcal{D}_{1}$ in $G_{1}$. Then $\mathcal{D}_{1}$ is the set of elements in $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ fixed by $O_{2}\left(S_{1}\right) / K_{1} \cong 2^{4}$, in particular $\mathcal{D}_{1}$ is uniquely determined. Let $\varphi$ be the map from the point-set of $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ which turns $K_{1} / L_{1}$ into the representation module of the geometry. Then $K_{S} \cap K_{1}$ (of order $2^{7}$ ) is the preimage in $K_{1}$ of $\varphi\left(\mathcal{D}_{1}\right)$. Furthermore, $K_{S} \cap K_{1}$ is the centralizer of $O_{2}(A)$ in $K_{1}$. Let $U_{1}=\left[X, K_{S} \cap K_{1}\right]$. Then $U_{1}$ is a complement to $L_{1}$ in $K_{S} \cap K_{1}$ and it is a hexacode module for a complement $F \cong 3 \cdot S_{y m}$ to $O_{2}(A)$ in $A$ which exists by (vi). Let $\mathcal{D}_{2}$ be another $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$-subgeometry in $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ such that the hexads in the Steiner system $S(3,6,22)$ (cf. Lemmas 3.4.4 and 3.5.8 in [Iv99]) corresponding to $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ are disjoint. Then the joint stabilizer $\bar{F}$ of $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ in $\bar{G}_{1}$ is a complement to $O_{2}\left(S_{1}\right) / K_{1}$ in $S_{1} / K_{1} \cong 2^{4}: 3 \cdot S_{y m}$. Without loss of generality we can assume that $\bar{F}=F K_{1} / K_{1}$ where $F$ is the complement to $O_{2}(A)$ in $A$ as above. Then $F$ normalizes the subgroup $U_{2}$ in $K_{1}$ defined for $\mathcal{D}_{2}$ in the same way as
$U_{1}$ was defined for $\mathcal{D}_{1}$. Since $F$ acts irreducibly on $U_{1}$ and $U_{1} \neq U_{2}$ (since $\mathcal{D}_{1} \neq \mathcal{D}_{2}$ ) we have $U_{1} \cap U_{2}=1$. Now $U_{2} F \cong 2^{6}: 3 \cdot S_{y} m_{6}$ is a complement to $K_{S}$ in $S_{1}$. Since $S_{1}$ contains a Sylow 2-subgroup of $S$ Gaschütz theorem (8.2.8) gives (vii). Finally (viii) is immediate from (vii) and (11.5.9 (ii), (iii)).

By (11.5.11) and the paragraph before that lemma the type of the amalgam $\mathcal{E}=\left\{G_{1}, S\right\}$ is uniquely determined. Now we are going to identify it up to isomorphism.

Lemma 11.5.12 (i) Out $S_{1}$ is of order 2;
(ii) $\mathcal{E}=\left\{G_{1}, S\right\}$ is isomorphic to the analogous amalgam in $J_{4}$.

Proof. We follow the notation introduced in (11.5.11), so that $F \cong$ $3 \cdot$ Sym $_{6}$ is a complement to $O_{2}\left(S_{1}\right)$. Since $O_{2}\left(S_{1}\right)$ possesses the following chief series:

$$
1 \leq L_{1} \leq O_{2}(A) \leq O_{2}(A) U_{1} \leq O_{2}(A) U_{1} U_{2}=O_{2}\left(S_{1}\right)
$$

the chief factors of $F$ inside $O_{2}\left(S_{1}\right)$ are known. Since $H^{1}\left(F, U_{i}\right)$ is trivial for $i=1,2$ while $H^{1}\left(F, O_{2}(A)\right)$ is 1-dimensional (remember that $O_{2}(A)$ is indecomposable) we conclude that there are two classes of complements to $O_{2}\left(S_{1}\right)$ in $S_{1}$. Hence in order to prove (i) it is sufficient to show that every automorphism $\sigma$ of $S_{1}$ which normalizes $F$ is inner. Since $O_{2}\left(S_{1}\right)$ does not involve the module dual to $U_{1}, \sigma$ induces an inner automorphism of $F$ and hence we can assume that $\sigma$ centralizes $F$. Notice that

$$
K_{S}=C_{S_{1}}\left(O_{2}(A)\right), \text { where } A=N_{S_{1}}\left(O_{3}(F)\right)
$$

and hence $\sigma$ normalizes $K_{S}$ and commutes with the action of $F$ on $K_{S}$. Since $K_{S}=O_{2}(A) \oplus U_{1}$ (as a module for $F$ ), it is easy to see that $\sigma$ must centralize $K_{S}$. Similarly $\sigma$ must centralize the complement $U_{2}$ to $K_{S}$ in $O_{2}\left(S_{1}\right)$. Thus (i) is proved. In order to prove (ii) we apply Goldschmidt's lemma (8.3.2). Since $H^{1}\left(M_{24}, \overline{\mathcal{C}}_{11}\right)$ is non-trivial (cf. Table VI in Section 8.2), $S$ possesses an outer automorphism. In fact it is easy to see that Aut $S \cong \overline{\mathcal{C}}_{12}: M_{24}$ and the centralizer of $S_{1}$ in Aut $S$ is trivial. Hence $\mathcal{E}$ is uniquely determined up to isomorphism and (ii) follows.

Lemma 11.5.13 The amalgam $\mathcal{F}=\left\{G_{1}, S, T\right\}$ is uniquely determined up to isomorphism.

Proof. By (11.5.12) $\mathcal{E}=\left\{G_{1}, S\right\}$ is uniquely determined. Hence all we have to show is that the kernel $K_{T}$ of the homomorphism onto $T$ of the universal completion $U_{T}$ of the amalgam $\left\{T_{1}, T_{S}\right\}$ is uniquely specified, where

$$
\begin{gathered}
T_{1}=T \cap G_{1} \cong 2^{3+12} \cdot\left({S y m_{5}} \times \text { Sym }_{4}\right) \\
T_{S}=T \cap S \cong 2^{3+12} \cdot\left(S_{3} m_{3} \times 2 \times L_{3}(2)\right)
\end{gathered}
$$

Clearly $Q=O_{2}(T)$ is contained and normal in both $T_{1}$ and $T_{S}$. Hence $K_{T}$ is a complement to $V=Z(Q)$ in the centralizer of $Q$ in $U_{T}$. In order to apply
(8.4.3) all we have to show is that $2^{3}:\left(\operatorname{Sym}_{5} \times L_{3}(2)\right)$ is not a completion of the amalgam $\left\{T_{1} / Q, T_{S} / Q\right\}=\left\{\right.$ Sym $_{5} \times$ Sym $_{4}$, Sym $\left._{3} \times 2 \times L_{3}(2)\right\}$, but this is quite obvious.

Proposition 11.5.14 All the amalgams of $J_{4}$-shape are isomorphic to $\mathcal{A}\left(J_{4}, \mathcal{G}\left(J_{4}\right)\right)$ and the universal completion of such an amalgam is isomorphic to $J_{4}$.

Proof. Since $G_{2} \leq T$ and $G_{3} \leq S$, the amalgam $\left\{G_{1}, G_{2}, G_{3}\right\}$ is contained in $\mathcal{F}$ and hence it is uniquely determined by (11.5.13). Hence the uniqueness of the amalgam follows by the standard remark that $\operatorname{res}_{\mathcal{G}}\left(x_{4}\right)$ is simply connected. The geometry $\mathcal{G}\left(J_{4}\right)$ is simply connected as has been proved in [Iv92b], [ASeg91], [IMe99] which implies the conclusion about the universal completion.

### 11.6 Truncated $J_{4}$-shape

In this section $\mathcal{G}$ is a rank $5 P$-geometry with the diagram

such that $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(J_{4}\right), G_{1} \cong J_{4}$, and $G_{5} \cong 2^{10} . L_{5}(2)$.
We will show that such a geometry does not exist by considering possible $T$-subgeometries. By Lemma 7.1.7 in [Iv99] (compare (11.5.6)) $x_{4}$ is contained in a unique subgeometry $\mathcal{S}$ which is a $T$-geometry of rank 4 . Since $G_{4} \sim\left[2^{16}\right] . L_{4}(2)$ and the rank $3 T$-subgeometry in $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(J_{4}\right)$ is $\mathcal{G}\left(M_{24}\right)$, the classification of the flag-transitive $T$-geometries of rank 4 shows that $\mathcal{S} \cong \mathcal{G}\left(C o_{1}\right)$ and $S$ (the stabilizer of $\mathcal{S}$ in $\left.G\right)$ is $C o_{1}$.

Now consider the stabilizer $S_{1}$ of $x_{1}$ in $S$. Since $S \cong C o_{1}$ we have $S_{1} \cong$ $2^{11} . M_{24}$ and $O_{2}\left(S_{1}\right)$ is the irreducible Golay code module $\mathcal{C}_{11}$ (compare Section 12.6). On the other hand, $S_{1}$ is the stabilizer in $G_{1} \cong J_{4}$ of a $\mathcal{G}\left(M_{24}\right)$-subgeometry from $\mathcal{G}\left(J_{4}\right)$, so $S_{1} \cong 2^{11} . M_{24}$, but from this point of view $O_{2}\left(S_{1}\right)$ must be the irreducible Todd module $\overline{\mathcal{C}}_{11}$ by (11.5.9). This is a contradiction and hence we have proved the following.

Proposition 11.6.1 There is no P-geometry $\mathcal{G}$ of rank 5 possessing a flagtransitive automorphism group $G$ such that $\mathcal{A}(G, \mathcal{G})$ is of truncated $J_{4}$-shape (that is with point stabilizer isomorphic to $J_{4}$ ).

Notice that $J=J_{4}$ itself contains a subgroup $L=2^{10}: L_{5}(2)$. The action of $J$ on the cosets of $L$ preserves a graph $\Xi$ of valency 31 which is locally projective. There is a family of Petersen subgraphs and a family of subgraphs isomorphic to the derived graph of $\mathcal{G}\left(M_{22}\right)$, which are geometrical subgraphs of valency 3 and 7 , respectively, but there is no family of geometrical subgraphs of valency 15 . So this graph gives only a truncated version of $P$-geometry.

## 11.7 $B M$-shape

In this section $\mathcal{G}$ is a rank $5 P$-geometry with the diagram

the residue $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is isomorphic to $\mathcal{G}\left(\mathrm{Co}_{2}\right)$ or $\mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)$ and $\bar{G}_{1} \cong C o_{2}$ or $3^{23} \cdot C o_{2}$, respectively; furthermore $L_{1}$ is of order 2 and $K_{1} / L_{1}$ is the 22-dimensional representation module of $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ isomorphic to the $\mathrm{Co}_{2^{-}}$ section $\bar{\Lambda}^{(22)}$ of the Leech lattice taken modulo 2. Since the arguments for the two cases are basically identical, we assume that $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(C o_{2}\right)$ and $\bar{G}_{1} \cong C o_{2}$.

Let $\mathcal{B}=\left\{B_{i} \mid 1 \leq i \leq 5\right\}=\mathcal{A}(B M, \mathcal{G}(B M))$ be the amalgam of maximal parabolics associated with the action of the Baby Monster group $B M$ on its $P$-geometry, so that

$$
B_{1} \sim 2_{+}^{1+22} . C o_{2} \text { and } B_{2} \sim 2^{2+10+20} .\left(\text { Sym }_{3} \times \text { Aut } M_{22}\right)
$$

We will show in this section that every amalgam of $B M$-shape with $\bar{G}_{1} \cong$ $C o_{2}$ is isomorphic to $\mathcal{B}$.

We will make use of the following relationship between $\mathcal{B}$ and the Monster amalgam (cf. Section 5.4 in [Iv99]). Let $\mathcal{M}=\left\{C_{i} \mid 1 \leq i \leq 5\right\}$ be the amalgam of maximal parabolics associated with the action of the Monster group $M$ on its $T$-geometry, so that

$$
C_{1} \sim 2_{+}^{1+24} . \text { Co }_{1} \text { and } C_{2} \sim 2^{2+11+22} .\left(\text { Sym }_{3} \times M_{24}\right)
$$

Then there is a subgroup $Y_{1}$ of order 2 in $O_{2}\left(C_{1}\right)$ such that $\left\{C_{C_{i}}\left(Y_{1}\right) \mid\right.$ $1 \leq i \leq 5\}$ is the amalgam of maximal parabolics associated with the (unfaithful) action of $2 \cdot B M \cong C_{M}\left(Y_{1}\right)$ on $\mathcal{G}(B M)$ and hence

$$
\mathcal{B} \cong\left\{C_{C_{i}}\left(Y_{1}\right) / Y_{1} \mid 1 \leq i \leq 5\right\} .
$$

We start with the following
Lemma 11.7.1 The group $K_{1}$ is extraspecial of plus type, so that $G_{1} \sim$ $2_{+}^{1+22} . \mathrm{Co}_{2}$.

Proof. Arguing as in the proof of (2.3.5) it is easy to show that $K_{1}$ is non-abelian. Since $C o_{2}$ acts irreducibly on $K_{1} / L_{1} \cong \bar{\Lambda}^{(22)}$ and $\left|L_{1}\right|=2$, we have that $K_{1}$ is extraspecial. Since the action of $C o_{2}$ on $\bar{\Lambda}^{(22)}$ is absolutely irreducible (8.2.9), it preserves a unique non-zero quadratic form which is of plus type.

We proceed by discussion of the possible isomorphism types of $G_{1}$. Put $\widetilde{G}_{1}=G_{1} / L_{1}$ and apply the tilde convention for subgroups in $G_{1}$, so that $\widetilde{K}_{1}=O_{2}\left(\widetilde{G}_{1}\right)$ is isomorphic to $\bar{\Lambda}^{(22)}$.

Lemma 11.7.2 $\widetilde{G}_{1} \sim 2^{22}$. Co $_{2}$ is determined uniquely up to isomorphism.

Proof. Since $L_{1}$ is the centre of $G_{1}, \widetilde{G}_{1}$ is the image of $G_{1}$ in $A:=$ Aut $K_{1} \cong 2^{22} . O_{22}^{+}(2)$. Since $C o_{2}$ preserves a unique non-zero quadratic form on $\bar{\Lambda}^{(22)}, O_{22}^{+}(2)$ contains a unique conjugacy class of subgroups isomorphic to $C o_{2}$ and hence $\widetilde{G}_{1}$ is uniquely specified as the full preimage of such a subgroup with respect to the homomorphism $A \rightarrow A / O_{2}(A)$.

Since $\widetilde{G}_{1} \cong B_{1} / Z\left(B_{1}\right)$ by (5.4.3) we know that $\widetilde{G}_{1}$ does not split over $\widetilde{K}_{1}$ (but we will not use this fact). Since $G_{1}$ is a perfect central extension of $\widetilde{G}_{1}$ the next logical step is to look at the Schur multiplier of $\widetilde{G}_{1}$.

Lemma 11.7.3 The Schur multiplier of $\widetilde{G}_{1}$ is elementary abelian of order four.

Proof. First we show that the Schur multiplier of $\widetilde{G}_{1}$ has order at least 4. Let $D \cong 2_{+}^{1+24} . \mathrm{Co}_{2}$ be the preimage of a $\mathrm{Co}_{2}$-subgroup in $C o_{1}$ with respect to the homomorphism $C_{1} \rightarrow C_{1} / O_{2}\left(C_{1}\right) \cong C o_{1}$.

We know that $\bar{\Lambda}^{(24)}$ (the Leech lattice modulo two) considered as a module for $\mathrm{Co}_{2}$, is uniserial with the composition series

$$
\langle\lambda\rangle<\bar{\Lambda}^{(23)}<\bar{\Lambda}^{(24)}
$$

where $\lambda$ is the unique non-zero vector in $\bar{\Lambda}^{(24)}$, stabilized by $C o_{2}, \bar{\Lambda}^{(23)}$ is the orthogonal complement of $\langle\lambda\rangle$ and $\bar{\Lambda}^{(22)}=\bar{\Lambda}^{(23)} /\langle\lambda\rangle$. This shows that the commutator subgroup $D^{\prime}$ of $D$ has index 2 in $D$, it is perfect and the center of $D^{\prime}$ is of order four.

Now we establish an upper bound on the Schur multiplier of $\widetilde{G}_{1}$. Let $\widehat{G}_{1}$ be the largest perfect central extension of $\widetilde{G}_{1}, \widehat{Z}$ be the center of $\widehat{G}_{1}$. We apply the hat convention for subgroups in $\widetilde{G}_{1}$. The commutation map on $\widehat{K}_{1}$ defines a bilinear map

$$
\chi: \widetilde{K}_{1} \times \widetilde{K}_{1} \rightarrow \widehat{Z}
$$

Since the $\mathrm{Co}_{2}$-module $\widetilde{K}_{1} \cong \bar{\Lambda}^{(22)}$ is absolutely irreducible (8.2.9), the image of the commutator map is of order at most two. Hence $\widehat{Z}_{1}:=\left[\widehat{K}_{1}, \widehat{K}_{1}\right]$ is of order at most 2. On the other hand, $\widehat{K}_{1} / \widehat{Z}_{1}$ is abelian and it is rather easy to see that in fact it must be an elementary abelian 2 -group, and since $\widehat{G}_{1}$ is perfect it must be indecomposable as a module for $\widehat{G}_{1} / \widehat{K}_{1} \cong C o_{2}$. Since $H^{1}\left(\mathrm{Co}_{2}, \bar{\Lambda}^{(22)}\right)$ is 1-dimensional by (8.2.7 (ii)), the dimension of $\widehat{K}_{1} / \widehat{Z}_{1}$ is at most 23 . Finally $\widehat{G}_{1} / \widehat{K}_{1}$ is a perfect central extension of $C o z_{2}$. Since the Schur multiplier of $\mathrm{Co}_{2}$ is trivial by [Gri74], the result follows.

As a direct consequence of the proof of (11.7.3) we have the following
Corollary 11.7.4 The universal perfect central extension $\widehat{G}_{1}$ of $G_{1}$ is determined uniquely up to isomorphism and it is a subgroup in $C_{1}$.

Notice that $\widehat{G}_{1}$ is also contained in the other 2-constrained group of the form $2_{+}^{1+24} . C o_{1}$ which is not isomorphic to $C_{1}$.

In terms of the proof of (11.7.3) let $\widehat{Z}_{1}, \widehat{Z}_{2}$ and $\widehat{Z}_{3}$ be the three subgroups of order two from $\widehat{Z}$. Then both $\widehat{G}_{1} / \widehat{Z}_{2}$ and $\widehat{G}_{1} / \widehat{Z}_{3}$ have extraspecial normal subgroups, and they are the only candidates for the isomorphism type of $G_{1}$. The difference between these two candidates is quite delicate, therefore we will simply show that only one variant will work, without specifying which one. In terms the relationship between $\mathcal{B}$ and $\mathcal{M}$ the subgroup $Y_{1}$ is either $Z_{2}$ or $Z_{3}$.

As usual $G_{12}$ is the preimage in $G_{1}$ of the stabilizer $\bar{S}$ in $\bar{G}_{1} \cong C o_{2}$ of the point $x_{2}$ of $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(C o_{2}\right)$, where $\bar{S} \cong 2^{10}$ : Aut $M_{22}$. We know that $O_{2}(\bar{S})$ is the irreducible Golay code module $\mathcal{C}_{10}$ for $\bar{S} / O_{2}(\bar{S}) \cong$ Aut $M_{22}$. By (5.2.3) $\bar{\Lambda}^{(22)}$, as a module for $\bar{S}$, is uniserial with the composition series

$$
V^{(1)}<V^{(2)}<V^{(3)}<\bar{\Lambda}^{(22)}
$$

where $V^{(1)}$ and $\bar{\Lambda}^{(22)} / V^{(3)}$ are 1-dimensional, $V^{(2)}$ is a maximal isotropic subspace with respect to the invariant quadratic form $\theta, V^{(2)} / V^{(1)} \cong \overline{\mathcal{C}}_{10}$ and $V^{(3)} / V^{(2)} \cong \mathcal{C}_{10}$ (as modules for $\bar{S} / O_{2}(\bar{S}) \cong$ Aut $M_{22}$ ). So

$$
G_{12} \sim 2^{1+1+10+10+1+10} . \text { Aut } M_{22}
$$

Let $K_{1}^{(i)}$ be the full preimage of $V^{(i)}$ in $K_{1}$. Then we have the following.
Lemma 11.7.5 We have

$$
G_{2} \sim 2^{2+10+20} .\left(\text { Aut } M_{22} \times \text { Sym }_{3}\right)
$$

Furthermore, if $\left\{x_{1}, y_{1}, z_{1}\right\}$ is the set of points incident to $x_{2}$, then
(i) $K_{1}^{(3)}=K_{1} \cap K_{2}$ has index 2 in $K_{1}$;
(ii) $K_{1}^{(2)}=L_{2}$ and $K_{2} / L_{2}$ is the tensor product of the 10-dimensional Golay code module $\mathcal{C}_{10}$ for $K_{2}^{-} / K_{2} \cong$ Aut $M_{22}$ and the 2-dimensional module for $K_{2}^{+} / K_{2} \cong S y m_{3}$;
(iii) $L_{2}$ is a maximal abelian subgroup of $K_{1}$ (of order $2^{12}$ );
(iv) $K_{1}^{(1)}=\left\langle L\left(x_{1}\right), L\left(y_{1}\right), L\left(z_{1}\right)\right\rangle$ is a normal subgroup of order 4 in $G_{2}$ and $L_{2} / K_{1}^{(1)}$ is the 10-dimensional Todd module $\overline{\mathcal{C}}_{10}$.

Put $G_{2}^{*}=G_{2}^{\infty} / Z\left(G_{2}^{\infty}\right)$. Then $G_{2}^{*}=O^{2}\left(G_{12}\right) / Z\left(O_{2}\left(G_{12}\right)\right)$,

$$
G_{2}^{*} \sim 2^{10+10+10} \cdot M_{22}
$$

inside $O_{2}\left(G_{2}^{*}\right)$ there are exactly three chief factors of $G_{2}^{*}$, one of them is isomorphic to $\overline{\mathcal{C}}_{10}$ and contained in $Z\left(O_{2}\left(G_{2}^{*}\right)\right)$ and two others are isomorphic to $\mathcal{C}_{10}$ (as modules for $G_{2}^{*} / O_{2}\left(G_{2}^{*}\right) \cong M_{22}$.) Notice that the isomorphism type of $G_{2}^{*}$ is independent on that of $G_{1}$. Indeed, the isomorphism type of $G_{1}$ is specified by the choice between $Z_{2}$ and $Z_{3}$ and both these subgroup are contained in $Z\left(G_{2}^{\infty}\right)$ and are factored out. In particular $G_{2}^{*} \cong B_{2}^{*}:=B_{2}^{\infty} / Z\left(B_{2}^{\infty}\right)$.

Lemma 11.7.6 Out $G_{2}^{*} \cong S y m_{4} \times 2$.
Proof. First we show that $G_{2}^{*}$ possesses a group of outer automorphisms isomorphic to $S y m_{4} \times 2$ and after that by estimating the order of Out $G_{2}^{*}$ we show that it can not be larger. Notice first that already in $G_{2}$ we can see a $\left(S y m_{3} \times 2\right)$-subgroup of outer automorphisms of $G_{2}^{*}$. In order to see more automorphisms consider the full preimage $F$ of an Aut $M_{22^{-}}$ subgroup in the factor group of $C_{2}$, isomorphic to $M_{24}$, so that

$$
F \sim 2^{2+1+10+2 \cdot(10+1)} \cdot\left(\text { Sym }_{3} \times \text { Aut } M_{22}\right)
$$

If $R$ is the largest normal subgroup in $F$ which only contains trivial chief factors of $F^{\infty}$, then it is easy to see that $R$ is elementary abelian of order $2^{3}$ and $F^{*}:=F / R$ contains $B_{2}^{*} \cong G_{2}^{*}$ as a normal subgroup. Furthermore, $C_{F^{*}}\left(B_{2}^{*}\right)=1$ and $F^{*} / B_{2}^{*} \cong S y m_{4} \times 2$. So we have seen all the required automorphisms.

Now let us estimate the order of Out $G_{2}^{*}$. First of all by (11.7.5 (ii)) $O_{2}\left(G_{2}^{*}\right)$ contains exactly three normal elementary abelian subgroups of order $2^{20}$. Let $\mathcal{E}$ be the set of these subgroups. Clearly Out $G_{2}^{*}$ induces $S y m_{3}$ on $\mathcal{E}$ (we can see this already in $G_{2}$ ). Let us consider the kernel of the action. Observe that since both $H^{2}\left(M_{22}, \mathcal{C}_{10}\right)$ and $H^{2}\left(M_{22}, \overline{\mathcal{C}}_{10}\right)$ are trivial, $G_{2}^{*}$ splits over $O_{2}\left(G_{2}^{*}\right)$. Let $J \cong M_{22}$ be a complement. If an automorphism of $G_{2}^{*}$ centralizes $J$ then it commutes with the action of $J$ on $O_{2}\left(G_{2}^{*}\right)$. Since both $\mathcal{C}_{10}$ and $\overline{\mathcal{C}}_{10}$ are absolutely irreducible, such an automorphism is trivial. Now the outer automorphism of $J$ is of order 2. Finally since $H^{1}\left(M_{22}, \overline{\mathcal{C}}_{10}\right)$ is trivial and $H^{1}\left(M_{22}, \mathcal{C}_{10}\right)$ is 1-dimensional (and there are two chief factors isomorphic to $\mathcal{C}_{10}$ ) there are at most 4 classes of complements. Summarising we conclude that

$$
\mid \text { Out } G_{2}^{*}\left|\leq\left|S y m_{3}\right| \cdot 2 \cdot 4\right.
$$

and the result follows.
Notice that by (11.7.6) the image of $G_{2}$ in Out $G_{2}^{*}$ (isomorphic to $S y m_{3} \times$ 2 ) is uniquely determined up to conjugation as the normaliser of a Sylow 3 -subgroup.

Now let us turn back to the question about the isomorphism type of $G_{1}$. Recall that $\widehat{G}_{1}$ is the universal perfect central extension of $G_{1}$ which is determined uniquely up to isomorphism and which is a subgroup of $C_{1}$. Let $\widehat{G}_{12}$ be the full preimage of $G_{12}$ in $\widehat{G}_{1}$.

Lemma 11.7.7 For exactly one $i \in\{2,3\}$ an automorphism of $G_{2}^{*}$ of order 3 can be extended to an automorphism of $O^{2}\left(\widehat{G}_{12} / Z_{i}\right)$ and $G_{1}=\widehat{G}_{1} / Z_{i}$.

Proof. Since $\widehat{G}_{12}$ is determined uniquely up to isomorphism, it is contained in the subgroup $F$ as in the proof of (11.7.6). It is easy to see that $O^{2}\left(\widehat{G}_{12}\right)=F^{\infty}$ and the subgroup $R$ of $F$ is the full preimage in $\widehat{G}_{12}$ of the subgroup $K_{1}^{(1)}$ as in (11.7.5). Let $X$ be a Sylow 3 -subgroup of $O_{2,3}(F)$. Since $X$ normalizes $R$, which is elementary abelian of order $2^{3}$ and acts fixed-point freely on $K_{1}^{(1)}$ it centralizes a unique subgroup of order 2 in $R$. This is the subgroup $Z_{i}$ with the required properties.

Thus $G_{1}$ is determined uniquely up to isomorphism. Using (11.7.6) it is easy to show that so is the rank 2 amalgam $\left\{G_{1}, G_{2}\right\}$. Thus (8.6.1) applies and we obtain the final result of the section.

Proposition 11.7.8 An amalgam $\mathcal{A}$ of $B M$-shape is isomorphic to either

$$
\mathcal{A}(B M, \mathcal{G}(B M)) \text { or } \mathcal{A}\left(3^{4371} \cdot B M, \mathcal{G}\left(3^{4371} \cdot B M\right)\right)
$$

and the universal completion of $\mathcal{A}$ is $B M$ or $3^{4371} \cdot B M$, respectively.

## Chapter 12

## Amalgams for $T$-geometries

In this chapter we consider the amalgams of maximal parabolics of flagtransitive actions on $T$-geometries with shapes given in Table VIII b. It is an elementary exercise to show that up to isomorphism there is a unique amalgam of $\mathrm{Alt}_{7}$-shape and we know (cf. Section 6.11 in [Iv99]) that it does not possess a faithful completion. In Section 12.2 we show that there is a unique isomorphism type of amalgams of $S_{6}(2)$-shape and in Section 12.3 that there are two types of $M_{24}$-shape. In Section 12.4 we show that there is a unique amalgam $\mathcal{A}_{f}$ of truncated $M_{24}$-shape and in Section 12.5 that the universal completion of $\mathcal{A}_{f}$ is isomorphic to $M_{24}$ and it is not faithful. In Section 12.6 we show there is a unique amalgam of $C o_{1}$-shape while in Section 12.7 we formulate the characterization of the Monster amalgam achieved in Section 5.13 of [Iv99]. In the final section of the chapter we classify the amalgams of symplectic shape with rank $n \geq 4$ (the classification was originally proved in [ShSt94]). Thus we have three amalgams for rank 3 , two for ranks 4 and 5 and only one (of symplectic shape) for rank $n \geq 6$. These numbers coincide with the numbers of amalgams coming from the known examples in Table II, which proves Theorem 3 for $T$-geometries and by Proposition 4 and Theorem 2 completes the proof of Theorem 1 for $T$-geometries.

### 12.1 $\quad$ Alt $_{7}$-shape

Let $\mathcal{G}$ be a $T$-geometry of rank 3 with the diagram

$G$ be a flag-transitive automorphism group of $\mathcal{G}$, such that $G_{1} \cong 3 \cdot A l t_{6}$, $G_{3} \cong L_{3}(2)$. It is an easy exercise to check that in this case $G_{2}$ must be isomorphic to $\left(S y m_{3} \times S y m_{4}\right)^{e}$ (the stabilizer of a 3 -element subsets in $A l t_{7}$ ). Then by Lemma 6.11.3 in [Iv99] the amalgam $\mathcal{A}_{s}=\left\{G_{1}, G_{2}, G_{3}\right\}$
is determined uniquely up to isomorphism. Let $\left(U\left(\mathcal{A}_{s}, \varphi\right)\right.$ be the universal completion of $\mathcal{A}_{s}$. The computer calculations performed with the generators and relations for $U\left(\mathcal{A}_{s}\right)$ given in Section 6.11 in [Iv99] show the following lemma.

Proposition 12.1.1 The following assertions hold:
(i) $U\left(\mathcal{A}_{s}\right) \cong A l t_{7}$;
(ii) the restriction of $\varphi$ to $G_{1}$ has kernel of order 3 .

In particular there exist no pairs $(\mathcal{G}, G)$ such that the amalgam $\mathcal{A}(G, \mathcal{G})$ is of $A l t_{7}$-shape, (this means that $\mathcal{G}$ is a rank 3 T-geometry and $G$ is a flag-transitive automorphism group of $\mathcal{G}$ with $G_{1} \cong 3 \cdot A l t_{6}, G_{3} \cong L_{3}(2)$ ).

## $12.2 \quad S_{6}(2)$-shape

In this section $\mathcal{G}$ is a $T$-geometry of rank 3 with the diagram

where $G_{1} \sim 2^{5} .3 \cdot$ Sym $_{6}, G_{3} \sim 2^{3+3} . L_{3}(2)$, and
(a) $N_{1}=1$ and $L_{1}=Z\left(G_{1}\right)$ is of order 2;
(b) $K_{1}=O_{2}\left(G_{1}\right)$ and $K_{1} / L_{1}$ is the 4-dimensional symplectic module for $G_{1} / O_{2,3}\left(G_{1}\right) \cong S_{4}(2) ;$
(c) $L_{3}$ is the natural module for $\bar{G}_{3}=G_{3} / K_{3} \cong L_{3}(2)$ and $K_{3} / L_{3}$ is the dual of the natural module.

Lemma 12.2.1 $K_{3}$ is elementary abelian and as a module for $\bar{G}_{3} \cong L_{3}(2)$ it is the even half of the GF(2)-permutational module for $\bar{G}_{3}$ on the set $\mathcal{P}$ of points in $\operatorname{res}_{\mathcal{G}}\left(x_{3}\right)$.

Proof. For a point $p$ incident to $x_{3}$ (a quint containing $x_{3}$ ) let $z_{p}$ be the unique involution in $L(p)=Z(G(p))$ (compare (a)). If $p=x_{1}$, then $z_{p}$ is centralized by $G_{13} \sim 2^{5}$. $\left(2 \times S y m_{4}\right)$, which shows that $z_{p} \in K_{3}$. On the other hand, $L_{3}$ is the dual natural module for $\bar{G}_{3}$ while $z_{p}$ is centralized by a point stabilizer in $G_{3}$, hence $z_{p} \notin L_{3}$. If the involutions $z_{p}$ taken for $p \in \mathcal{P}$ generate the whole $K_{3}$ then the result follows, since $K_{3} \leq G_{13}$ and $Z\left(G_{1}\right)$ is in the centre of $G_{13}$. Otherwise the involutions generate a $G_{3}$-invariant complement to $L_{3}$ in $K_{3}$ and $K_{3}$ is the direct sum of the natural module of $\bar{G}_{3}$ and the module dual to the natural one. We suggest the reader to rule out this possibility by looking at the structure of $G_{2}$ or otherwise.

Lemma 12.2.2 $G_{1}$ splits over $K_{1}$.

Proof. Put $\bar{R}=O_{2}\left(G_{13} / K_{3}\right)$, which is elementary abelian of order $2^{2}$. Then $\bar{R}$ coincides with the image of $K_{1}$ in $\bar{G}_{3}$. Since $K_{1}$ is elementary abelian, there is a subgroup $R$ in $G_{13}$ which maps isomorphically onto $\bar{R}$ and $K_{1} \leq C_{G_{13}}(R)$. In terms of (12.2.1) $R$ has four orbits on $\mathcal{P}$ (one of length 1 and three of length 2), hence $\operatorname{dim} C_{K_{3}}(R)=3$ and since $\bar{R}$ is self-centralized in $\bar{G}_{3} \cong L_{3}(2)$, we conclude that

$$
K_{1}=C_{G_{13}}(R) .
$$

Let $X$ be a Sylow 3 -subgroup in $G_{13}$. Then

$$
K_{3}=C_{K_{3}}(X) \oplus\left[X, K_{3}\right],
$$

where by (12.2.1) the centraliser and the commutator are 2 - and 4dimensional, respectively. Since all the involutions in $\bar{G}_{3} \cong L_{3}(2)$ are conjugate and $K_{3} R$ splits over $K_{3}$, there is an involution $\sigma$ in $G_{13}$ which inverts $X$. Since $\sigma$ stabilizes every $X$-orbit on the point-set $\mathcal{P}$ of $\operatorname{res}_{\mathcal{G}}\left(x_{3}\right)$, it centralizes $C_{K_{3}}(X)$. Furthermore, since $C_{K_{3}}(X) \cap C_{K_{1}}(X)$ is 1-dimensional, there is 1-subspace $W$ in $C_{K_{3}}(X)$ which is centralized by $\langle X, \sigma\rangle \cong S_{3}$. The commutator $\left[X, K_{3}\right.$ ] carries a 2-dimensional $G F(4)$-vector space structure and the set $\mathcal{T}$ of $2^{2}$-subgroups in the commutator normalized by $X$ is of size 5 . Only one of these subgroups is in $K_{1}$ and $\sigma$ induces on $\mathcal{T}$ a transposition. Hence there is a subgroup $T \in \mathcal{T}$ which is not in $K_{1}$ and which is normalized by $\langle X, \sigma\rangle$. Thus

$$
\langle W, T, X, \sigma\rangle \cong 2 \times \text { Sym }_{4}
$$

is a complement to $K_{1}$ in $G_{13}$ and the result is by Gaschütz theorem (8.2.8).

Lemma 12.2.3 $G_{3}$ splits over $K_{3}$.
Proof. By (12.2.2) $G_{13}$ is the semidirect product of $K_{1}$ and a group $S \cong 2 \times$ Sym $_{4}$. Furthermore, if $\Omega=\{1,2,3,4,5,6\}$ is a set of size 6 then $K_{1}$ can be treated as the even half of the power space of $\Omega$ and $S$ as the stabilizer in $\operatorname{Sym}(\Omega) \cong S_{y m}$ of a partition of $\Omega$ into three pairs, say

$$
\Omega=\{1,2\} \cup\{3,4\} \cup\{5,6\} .
$$

Without loss of generality we assume that $K_{1} K_{3}=K_{1} O_{2}(S)$, so that $K_{3}=$ $C_{G_{13}}\left(O_{2}(S)\right)$ and $K_{1} \cap K_{3}$ is 3-dimensional generated by the subsets $\{1,2\}$, $\{3,4\}$ and $\{5,6\}$. Let $P \cong S y m_{3}$ be a complement to $O_{2}(S)$ in $S$ (say $P=\langle\tau, \sigma\rangle$, where $\tau=(1,3,5)(2,4,6), \sigma=(3,5)(4,6))$. Then the 2subspace $T$ in $K_{1}$ containing $\{1,3\},\{3,5\},\{1,5\}$ and the empty set generate together with $P$ a complement to $K_{3}$ in $G_{13}$. As usual now the result is by Gaschütz (8.2.8).

Lemma 12.2.4 The amalgam $\left\{G_{2}, G_{3}\right\}$ is determined uniquely up to isomorphism.

Proof. By (12.2.1) and (12.2.3) $G_{3}$ is the semidirect product of $K_{3}$ and a group $L \cong L_{3}(2)$. Furthermore, $K_{3}$ is the even half of the $G F(2)$ permutational module of $\bar{G}_{3}$ on the set $\mathcal{P}$ of points incident to $x_{3}$. This means that $G_{23}$ is the semidirect product of $K_{3}$ and the stabilizer $S \cong S y m_{4}$ of the line $x_{2}$ in $L$. The subgroup $K_{2}^{+}$has index 2 in $G_{23}$ and it is normal in $G_{2}$ with $G_{2} / K_{2}^{+} \cong S y m_{3}$. So our strategy is to identify $K_{2}^{+}$in $G_{23}$ and to calculate its automorphism group.

We identify $x_{2}$ with the 3 -element subset of $\mathcal{P}$ formed by the points incident to $x_{2}$. Then the subgroup $R:=O_{2}\left(G_{23}\right)$ is the semidirect product of $K_{3}$ and $O_{2}(S)$, so that $|R|=2^{8}$ and $\widehat{G}_{23}:=G_{23} / R \cong S y m_{3}$. If $R_{0}=$ $Z(R)$, then $R_{0}$ is elementary abelian of order $2^{3}$ and as a module for $\widehat{G}_{23}$ we have

$$
R_{0}=R_{0}^{(1)} \oplus R_{0}^{(2)}
$$

where $R_{0}^{(1)}$ is 1-dimensional generated by $\mathcal{P} \backslash x_{2}$ and $R_{0}^{(2)}$ is 2-dimensional irreducible generated by the 2 -subsets of $x_{2}$. If it easy to see that there is a unique subgroup $R_{1}$ of index 2 in $R$ which is normal in $G_{23}$, namely, the one generated by $O_{2}(S)$ and the subsets of $\mathcal{P}$ which intersect $x_{2}$ evenly. Furthermore, $R_{0}^{(1)}=\left[R_{1}, R_{1}\right]$, the quotient $\bar{R}_{1}:=R_{1} / R_{0}^{(1)}$ is elementary abelian and a Sylow 3-subgroup $X$ of $G_{23}$ acts fixed-point freely on that quotient. This shows that as a module for $\widehat{G}_{23}$ we have

$$
\bar{R}_{1}=R_{0}^{(2)} \oplus \bar{R}_{1}^{(3)}
$$

If $R_{1}^{(3)}$ is the preimage of $\bar{R}_{1}^{(3)}$ in $R_{1}$ then $R_{1}^{(3)}$ is extraspecial of plus type with centre $R_{0}^{(1)}$. Since $K_{2}=O_{2}\left(G_{2}\right)$ and $G_{2} / K_{2} \cong$ Sym $_{3} \times$ Sym $_{3}$, we observe that $K_{2}=R_{1}$. Let $Y$ be a Sylow 3 -subgroup of $K_{2}^{-}$. Then $Y$ permutes transitively the points incident to $x_{2}$, normalizes $R_{1}$, commutes with $X$ modulo $R_{1}$ and $Y$ is inverted by elements from $R \backslash R_{1}$. In view of the above described structure of $R$ it is an elementary exercise to check that $\left\{G_{2}, G_{3}\right\}$ is indeed determined uniquely up to isomorphism.

Now applying the standard strategy (compare the proof of (12.8.16) we prove uniqueness of $\mathcal{A}=\left\{G_{1}, G_{2}, G_{3}\right\}$. The universal completion of this amalgam was proved to be isomorphic to $3^{7} \cdot S_{6}(2)$ independently in [Hei91] and in an unpublished work of the authors.

Proposition 12.2.5 All the amalgams of $S_{6}(2)$-shape are isomorphic to

$$
\mathcal{A}\left(3^{7} \cdot S_{6}(2), \mathcal{G}\left(3^{7} \cdot S_{6}(2)\right)\right)
$$

and $3^{7} \cdot S_{6}(2)$ is the universal completion of such an amalgam.

## $12.3 \quad M_{24}$-shape

In this section $\mathcal{G}$ is a $T$-geometry of rank 3 with the diagram

$G$ is a flag-transitive automorphism group of $\mathcal{G}$, such that $G_{1} \sim 2^{6} .3 \cdot$ Sym $_{6}$, where $K_{1}=O_{2}\left(G_{1}\right)$ is the hexacode module for $\bar{G}_{1} \cong 3 \cdot S_{6}$ and $G_{3} \sim$ $2.2^{3} .2^{3} . L_{3}(2)$. Our goal is to show that $\mathcal{A}=\left\{G_{1}, G_{2}, G_{3}\right\}$ is isomorphic either to the amalgam associated with the action of $M_{24}$ on $\mathcal{G}\left(M_{24}\right)$ or to the amalgam associated with the action of $H e$ on $\mathcal{G}(H e)$.

Immediately by (8.2.4) we obtain
Lemma 12.3.1 $G_{1}$ splits over $K_{1}$, in particular, $G_{1}$ is determined uniquely up to isomorphism.

By (9.4.2) the subgroup $G_{12}$ is specified in $G_{1}$ up to conjugation as the full preimage of a parabolic subgroup Sym $_{4} \times 2$ in $\bar{G}_{1}$ which stabilizes a hyperplane in $K_{1}$. Thus by (12.3.1) $G_{12}$ is determined uniquely up to isomorphism and hence it is isomorphic to the corresponding subgroup in $M_{24}$ or $H e$. Calculating in either of these groups or otherwise we obtain the following (we consider it easiest to calculate in $M_{24}$ where $G_{12}$ is contained in the stabilizer of a trio).

Lemma 12.3.2 Let $D_{0}=O^{2}\left(G_{12}\right), U=O_{2}\left(D_{0}\right)$ and let $X$ be a Sylow 3 -subgroup in $G_{12}$. Then
(i) $U$ is elementary abelian of order $2^{6}$;
(ii) $X$ acts fixed-point freely on $U$;
(iii) $G_{12}$ is the semidirect product of $U$ and $N_{G_{12}}(X) \cong D_{8} \times S y m_{3}$.

Observe that $G_{2}$ normalizes $D_{0}$. Indeed, $G_{2}$ normalizes the subgroup $K_{2}^{-}$which has index 2 in $G_{12}$, hence

$$
D_{0}=O^{2}\left(G_{12}\right)=O^{2}\left(K_{2}^{-}\right)
$$

Lemma 12.3.3 The subgroup $D_{0}$ has trivial centraliser in $G_{2}$. In particular, $G_{2}$ is isomorphic to a subgroup of Aut $D_{0}$ containing $\operatorname{Inn} D_{0}$.

Proof. Suppose $R:=C_{G_{2}}\left(D_{0}\right) \neq 1$. Since $C_{G_{12}}\left(D_{0}\right)=1$, we must then have that $R \cong 3$ and $G_{2}=R G_{12}$. On the other hand, since $K_{1} \neq L_{1}$, we have that $G_{2}$ induces $S y m_{3} \times S y m_{3}$ on the residue of the link $x_{2}$. Clearly, $R$, being normal in $G_{2}$, maps into one of the direct factors Sym ${ }_{3}$. This means that either $R \leq G_{3}$, or $R \leq G_{1}$. The first option contradicts the fact that $R \not \leq G_{12}$. The second option also leads to a contradiction with the structure of $G_{3}$.

We identify $D_{0}$ with the subgroup $\operatorname{Inn} D_{0}$ of Aut $D_{0}$. By (12.3.2 (ii)) we conclude that Aut $D_{0}$ is the semidirect product of $U \cong 2^{6}$ and $\Gamma L(3,4)=$ $N_{G L(U)}(X)$. The latter group contains a normal subgroup $S L(3,4)$ and the corresponding factor-group is isomorphic to $D_{6}$. Since $G_{2}$ has a quotient $S y m_{3} \times S y m_{3}$ and since $G_{2}$ contains the scalar subgroup $X$, the image of $G_{2}$ in $D_{6} \cong \Gamma L_{3}(4) / S L_{3}(4)$ is of order two. Hence $G_{2}$ is a subgroup of $2^{6}: \Sigma L(3,4)$.

Lemma 12.3.4 The group $G_{2}$ is a semidirect product of $U$ and $S y m_{4} \times$ Sym $_{3}$. It is uniquely determined up to isomorphism.

Proof. By (12.3.2 (iii)) $G_{12}$ is a semidirect product of $U$ with $N_{G_{12}}(X) \cong D_{8} \times S_{y}$ (and $X$ is the group of scalars in $\Sigma L(3,4)$ ). If $G_{2} / U \nsubseteq$ Sym $_{4} \times$ Sym $_{3}$ then the Sylow 3 -subgroup of $G_{2} / U$ is normal. This, however contradicts the structure of $G_{3}$ (just check the number of 2-dimensional factors in $G_{23}$ ). Thus, $G_{2} / U \cong S y m_{4} \times S y m_{3}$, and clearly, since $X$ acts on $U$ fixed-point freely, $G_{2}$ is the semidirect product as claimed.

To prove the second sentence, consider an involution $a \in N_{G_{2}}(X)$ in the direct factor $\mathrm{Sym}_{3}$. Then $a$ inverts $X$ and hence it maps onto an outer involution (field automorphism) in $\Sigma L(3,4)$. We have that the centraliser in $\Sigma L(3,4)$ of the subgroup $S y m_{3}$ generated by the image of $\langle X, a\rangle$ is isomorphic to $L_{3}(2)$. Since in $G_{2}$ we already have a subgroup $D_{8}$ from this $L_{3}(2)$, there are exactly two ways to extend that $D_{8}$ to a $S_{4} m_{4}$ (maximal parabolics in $\left.L_{3}(2)\right)$. We claim that only one of the resulting subgroups can be our $G_{2}$. Indeed, by our original assumption $Z\left(G_{3}\right)$ is of order 2 , hence the unique involution $t$ in $Z\left(G_{3}\right)$ is central in the subgroup $G_{23}$ which has index 3 in $G_{2}$. Since $C_{G_{2}}(t)$ contains a Sylow 2-subgroup of $G_{2}$, it is clear that $t \in U$. Thus the subgroup $S y m_{4}$ which extends $G_{12}$ to $G_{2}$ must centralize a vector in $U$, which uniquely specifies it.

From (12.3.1) and (12.3.3) it is easy to deduce that the type of the amalgam $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ is uniquely determined. The next lemma shows that there are at most two possibilities for the isomorphism type of $\mathcal{B}$.

Lemma 12.3.5 The order of Out $G_{12}$ is at most 2.
Proof. Let $\tau$ be an automorphism of $G_{12}$. Since $D_{0} \cong 2^{6}: 3$ is characteristic in $G_{12}$ and $X$ is a Sylow 3-subgroup of $G_{12}, \tau$ normalizes $D_{0}$ and without loss of generality we may assume that it normalizes $X$. Then $\tau$ normalizes $N:=N_{G_{12}}(X) \cong S y m_{3} \times D_{8}$ which is a complement to $U$ in $G_{12}$. Let $S, D \leq N$, such that $S \cong S_{y}, D \cong D_{8}$ and $N=S \times D$. Then the centraliser of $S$ in Aut $D_{0} \cong 2^{6}: \Sigma L_{3}(4)$ is isomorphic to $L_{3}(2)$ in which $D$ is self-normalized. Notice that $S$ is generated by $X$ and an involution $a$ which is in the centre of a Sylow 2-subgroup of $N$ and inverts $x$, while $D=C_{N}(S)$. This immediately shows that there are at most two direct product decomposition of $N$ and the result follows.

Proposition 12.3.6 An amalgam of $M_{24}$-shape is isomorphic to either $\mathcal{A}\left(M_{24}, \mathcal{G}\left(M_{24}\right)\right)$ or $\mathcal{A}(H e, \mathcal{G}(H e))$ and its universal completion is isomorphic to $M_{24}$ or He, respectively.

Proof. Since $\mathcal{G}\left(M_{24}\right)$ and $\mathcal{G}(H e)$ are simply connected [Hei91], $M_{24}$ and $H e$ are the universal completions of $\mathcal{A}^{(1)}$ and $\mathcal{A}^{(2)}$, respectively. In particular, the latter two amalgams are not isomorphic and it only remains to show that there are at most two possibilities for the isomorphism type of $\mathcal{A}$. By (12.3.5) and the remark before that lemma, there are at most two possibilities for the isomorphism type of $\mathcal{B}$. We claim that the isomorphism type of $\mathcal{B}$ uniquely determines that of $\mathcal{A}$. Indeed by the proof of (12.3.4)
$Z_{3}=Z\left(G_{3}\right)$ is determined in $G_{12}$ up to conjugation. Hence $G_{i 3}=C_{G_{i}}\left(Z_{3}\right)$ for $i=1$ and 2 . Thus the hypothesis of (8.5.2) hold and the claim follows.

### 12.4 Truncated $M_{24}$-shape

In this section $\mathcal{G}$ is a $T$-geometry of rank 4 with the diagram

$G$ is a flag-transitive automorphism group of $\mathcal{G}$ such that $G_{1}$ is isomorphic to $M_{24}$ or He and $G_{4} \sim 2^{4} . L_{4}(2)$. By (10.3.5 (i)) $G_{4}$ splits over $K_{4}$ (which is the natural module for $\bar{G}_{4} \cong L_{4}(2)$.) In the present section we prove that the imposed conditions specify the amalgam $\mathcal{A}_{f}=\left\{G_{i} \mid 1 \leq i \leq 4\right\}$ up to isomorphism (the index $f$ stays for "fake") and in the next section we show that $\mathcal{A}_{f}$ has no faithful completions which implies the non-existence of the geometry with the stated properties.

We apply the dual strategy and start with the following
Lemma 12.4.1 The parabolic $G_{3}$ is the semidirect product of $\bar{G}_{3} \cong L_{3}(2) \times$ Sym $_{3}$ and $K_{3}$ which is the tensor product of the natural (2-dimensional) module of $K_{3}^{-} / K_{3} \cong$ Sym $_{3}$ and the dual of the natural module of $K_{3}^{+} / K_{3} \cong$ $L_{3}(2)$, so that $G_{3} \cong 2^{6}:\left(L_{3}(2) \times\right.$ Sym $\left._{3}\right)$.

Proof. Clearly $G_{34} \sim 2^{4}: 2^{3}: L_{3}(2)$ is the preimage in $G_{4}$ of the stabilizer $2^{3}: L_{3}(2)$ of the plane $x_{3}$ in the residual projective space $\operatorname{res}_{\mathcal{G}}\left(x_{4}\right)$. Then $K_{3}^{+}$is the kernel of the action of $G_{34}$ on the vertex-set of the link $x_{3}$. Moreover $K_{3}^{+}$is the only index 2 subgroup in $G_{34}$, in particular, $K_{3}$ is of order $2^{6}$. Since $G_{4}$ acts faithfully on the set of vertices adjacent to $x_{4}$ in the derived graph, we conclude that $L_{3}=1$. Hence by (9.4.1) $K_{3}$ possesses the tensor product structure as stated in the lemma. Since a Sylow 3-subgroup of $O_{2,3}\left(G_{3}\right)$ acts fixed-point freely on $K_{3}$, it is easy to see that $G_{3}$ splits over $K_{3}$.

Lemma 12.4.2 Let $\mathcal{X}=\left\{G_{4}, G_{3}\right\}$. Then
(i) Out $G_{34}$ has order two;
(ii) $\mathcal{X}$ is isomorphic to one of two particular amalgams $\mathcal{X}^{(1)}$ and $\mathcal{X}^{(2)}$.

Proof. Consider $K_{3}^{+} \cong 2^{3+3}: L_{3}(2)$, which is the commutator subgroup of $G_{34}$. A complement $F \cong L_{3}(2)$ to $K_{3}=O_{2}\left(K_{3}^{+}\right)$in $K_{3}^{+}$acts on $K_{3}$ as on the direct sum of two copies of the dual natural module. By the Three Subgroup Lemma, for an automorphism $\tau$ of $G_{34}$ which centralizes $K_{3}^{+}$we have

$$
\left[G_{34}, \tau\right] \leq C_{G_{34}}\left(K_{3}^{+}\right)=1
$$

and hence whenever an automorphism of $G_{34}$ acts trivially on $K_{3}^{+}$, it is trivial. So Aut $G_{34}$ is a subgroup of Aut $K_{3}^{+}$, more precisely

$$
\text { Aut } G_{34}=N_{\text {Aut } K_{3}^{+}}\left(\operatorname{Inn} G_{34}\right)
$$

By (8.2.5 (ii)) $H^{1}\left(L_{3}(2), 2^{3}\right)$ is 1-dimensional, hence $K_{3}^{+}$contains exactly four classes of complements to $K_{3}$. Since $K_{3}$ is abelian, $K_{3}^{+}$can be presented as a semidirect product of $K_{3}$ and any such complement $F$ with respect to the same action. Hence Out $K_{3}^{+}$acts transitively on the set of classes of complements. To calculate the order of Out $K_{3}^{+}$, suppose that $\tau \in$ Aut $K_{3}^{+}$stabilizes the class of complements containing $F$. Then (adjusting $\tau$ by an inner automorphism) we may assume that $\tau$ normalizes $F$. Since $K_{3}$ involves only the dual natural module of $F, \tau$ induces an inner automorphism of $F$ and again adjusting $\tau$ by an inner automorphism (induced by conjugation by an element of $F$ ), we can assume that $\tau$ centralizes $F$. In this case

$$
\tau \in C_{G L\left(K_{3}\right)}(F) \cong L_{2}(2)
$$

which shows that Out $K_{3}^{+}$has order at most 24. We claim that Out $K_{3}^{+}$ acts faithfully on the classes of complements. Suppose $\tau \in$ Aut $K_{3}^{+}$leaves invariant every class of complements. For each pair $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ of such classes, there is a unique 3 -dimensional submodule $U$ in $K_{3}$, such that $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ merge modulo $U$. Since $\tau$ stabilizes each of the four classes of complements, $\tau$ normalizes all the three submodules $U$. Now if we adjust $\tau$ by an inner automorphism, we can assume that it centralizes a particular complement $F$. Then $\tau$ centralizes each $U$ and hence $\tau$ is the identity.

Thus, Out $K_{3}^{+} \cong S y m_{4}$ and the image of $G_{34}$ in Out $K_{3}^{+}$is a subgroup $T$ of order two. We claim that $T$ is generated by a transposition. Indeed, since $G_{34}$ contains a subgroup $2 \times L_{3}(2)$, some involution from $G_{34} \backslash K_{3}^{+}$ commutes with a complement $L_{3}(2)$ from $K_{3}^{+}$. Therefore the involution generating $T$ fixes one of the four points. Since $\left|N_{\text {Out } K_{3}^{+}}(T): T\right|=2$, (i) follows.

Since $G_{34}$ is the normaliser in $G_{4}$ of a hyperplane from $K_{4}=O_{2}\left(G_{4}\right)$ and $G_{34}$ is a unique up to conjugation subgroup of index 3 in $G_{3}$, the type of $\mathcal{X}$ is uniquely specified. Since $H^{1}\left(\bar{G}_{4}, K_{4}\right)$ is trivial by (8.2.5) and $H^{1}\left(\bar{G}_{3}, K_{3}\right)$ is trivial because of the fixed-point free action of a subgroup of order 3, both Out $G_{3}$ and Out $G_{4}$ are trivial. Since $G_{34}$ is self-normalized in $G_{3}$ and $G_{4}$, (ii) follows from (i) and Goldschmidt's lemma (8.3.2).

Let $G^{(1)} \cong M_{24}, G_{4}^{(1)}$ be the stabilizer in $G^{(1)}$ of an octad $B$ and $G_{3}^{(1)}$ be the stabilizer of a trio containing $B$. Let $G^{(2)} \cong L_{5}(2), G_{4}^{(2)}$ be the stabilizer in $G^{(2)}$ of a 1-subspace $U$ from the natural module and $G_{3}^{(2)}$ be the stabilizer of a 2-subspace containing $U$.

Lemma 12.4.3 In the above terms (up to a reordering) we have $\mathcal{X}^{(i)}=$ $\left\{G_{4}^{(i)}, G_{3}^{(i)}\right\}$ for $i=1$ and 2 .

Proof. The fact that $\left\{G_{4}^{(i)}, G_{3}^{(i)}\right\}$ possesses the imposed conditions is an elementary exercise in the case $i=2$ and it follows from the basic
properties of the action of $M_{24}$ on the Steiner system $S(5,8,24)$ in the case $i=1$. Hence it only remains to show that $\mathcal{X}^{(1)}$ and $\mathcal{X}^{(2)}$ are not isomorphic.

For a faithful completion $H$ of an amalgam $\mathcal{X}^{(i)}=\left\{G_{4}^{(i)}, G_{3}^{(i)}\right\}$, where $i=1$ or 2 define a graph $\Delta\left(\mathcal{X}^{(i)}, H\right)$, whose vertices are the cosets of $G_{4}^{(i)}$ in $H$ and two such cosets are adjacent if their intersection is a coset of $G_{3}^{(i)} \cap G_{4}^{(i)}$. If $\mathcal{X}^{(i)}$ is a subamalgam in the amalgam of maximal parabolics associated with a flag-transitive action of a $T$-geometry $\mathcal{G}$, then $\Delta\left(\mathcal{X}^{(i)}, G\right)$ is the derived graph of $\mathcal{G}$. Furthermore $\Delta\left(\mathcal{X}^{(1)}, G^{(1)}\right)$ is the octad graph and $\Delta\left(\mathcal{X}^{(2)}, G^{(2)}\right)$ is the complete graph on 31 vertices.

Let $\widetilde{G}^{(i)}$ be the universal completion of $\mathcal{X}^{(i)}$. Then $\widetilde{\Delta}^{(i)}=\Delta\left(\mathcal{X}^{(i)}, \widetilde{G}^{(i)}\right)$ is of valency 30 , every vertex is in 15 triangles and the vertices-triangles incidence graph is a tree. For a vertex $v \in \Delta^{(i)}$ there is a projective space structure $\Pi$ on the set of triangles containing $v$. For every line $l$ of $\Pi$ there is a geometrical subgraph $\widetilde{\Sigma}^{(i)}$ of valency 6 .

Let $\widetilde{G}_{2}^{(i)}$ be the stabilizer of $\widetilde{\Sigma}^{(i)}$ in $\widetilde{G}^{(i)}, K_{2}^{(i)}$ be the kernel of the action of $\widetilde{G}_{2}^{(i)}$ on $\widetilde{\Sigma}^{(i)}$ and $\widehat{G}_{2}^{(i)}$ be the image of $\widetilde{G}_{2}^{(i)}$ in Out $K_{2}^{(i)}$, so that

$$
\widehat{G}_{2}^{(i)} \cong \widetilde{G}_{2}^{(i)} /\left(K_{2}^{(i)} C_{\widetilde{G}_{2}^{(i)}}\left(K_{2}^{(i)}\right)\right.
$$

Then the structure of $K_{2}^{(i)}$ and $\widehat{G}_{2}^{(i)}$ are determined solely by that of the amalgam $\mathcal{X}^{(i)}$ but it is easier to calculate them in a finite completion of the amalgam.

Let $\Sigma^{(i)}$ be the image of $\widetilde{\Sigma}^{(i)}$ with respect to the covering

$$
\widetilde{\Delta}^{(i)} \rightarrow \Delta\left(\mathcal{X}^{(i)}, G^{(i)}\right)
$$

Then $\Sigma^{(1)}$ is the subgraph in the octad graph induced by the octads refined by a sextet (isomorphic to the collinearity graph of $\mathcal{G}\left(S_{4}(2)\right)$ ) while $\Sigma^{(2)}$ is a complete subgraph on 7 vertices, induced by the 1 -subspaces contained in a 3 -space. This shows that

$$
\begin{gathered}
K_{2}^{(1)} \cong 2^{6}: 3, \quad \widehat{G}_{2}^{(1)} \cong \text { Sym }_{6}, \\
K_{2}^{(2)} \cong 2^{6}, \quad \widehat{G}_{2}^{(2)} \cong L_{3}(2) \times \text { Sym }_{3} .
\end{gathered}
$$

In particular, $\mathcal{X}^{(1)}$ and $\mathcal{X}^{(2)}$ are not isomorphic.
Let us turn back to the amalgam $\mathcal{A}_{f}=\left\{G_{i} \mid 1 \leq i \leq 4\right\}$ of maximal parabolics associated with the action on a rank $4 T$-geometry as in the beginning of the section.

Lemma 12.4.4 The amalgam $\mathcal{X}=\left\{G_{4}, G_{3}\right\}$ is isomorphic to $\mathcal{X}^{(1)}$.
Proof. Arguing as in the proof of (12.4.3) we produce a covering

$$
\chi: \widetilde{\Delta}^{(i)} \rightarrow \Delta(\mathcal{G})
$$

of the graph $\widetilde{\Delta}^{(i)}$ associated with the universal completion of $\mathcal{X}^{(i)}$ onto the derived graph $\Delta(\mathcal{G})$ of $\mathcal{G}$. If $\mathcal{X} \cong \mathcal{X}^{(2)}$ then one can easily deduce from the
proof of (12.4.3) that $G_{2}^{+}$possesses $L_{3}(2) \times S y m_{3}$ as a factor group, which is impossible.

Notice that since $G_{i}=\left\langle G_{i 3}, G_{i 4}\right\rangle$ for $i=1,2$, the above lemma implies that the universal completion of $\mathcal{A}$ possesses a homomorphism onto $M_{24}$.

Lemma 12.4.5 The amalgam $\left\{G_{4}, G_{3}, G_{2}\right\}$ is uniquely determined up to isomorphism.

Proof. Let $\widetilde{G}_{2}$ be the universal completion of the amalgam $\left\{G_{23}, G_{24}\right\}$. Then $K_{2}$ (which is the largest subgroup normal in both $G_{23}$ and $G_{24}$ ) is of the form $2^{6}: 3$. One can check in $M_{24}$ (which is a completion of $\left\{G_{4}, G_{3}\right\}$ ) that a 3-element from $K_{2}$ acts fixed-point freely on $O_{2}\left(K_{2}\right)$, which means that $Z\left(K_{2}\right)=1$. In order to prove the lemma we have to show that the kernel of the homomorphism $\varphi: \widetilde{G}_{2} \rightarrow G_{2}$ is uniquely determined. The kernel is contained in $C_{\widetilde{G}_{2}}\left(K_{2}\right)$ while by the proof of (12.4.3)

$$
\widetilde{G}_{2} /\left(C_{\widetilde{G}_{2}}\left(K_{2}\right) K_{2}\right) \cong \operatorname{Sym}_{6} .
$$

Since $G_{2} / K_{2} \cong 3 \cdot$ Sym $_{6}$, the kernel is an index 3 subgroup in $C_{\widetilde{G}_{2}}\left(K_{2}\right)$. Suppose there are two such subgroups and let $T$ be their intersection. Then $\bar{G}_{2}=\widetilde{G}_{2} / T K_{2} \cong 3^{2}$. Sym $_{6}$. Since the 3-part of the Schur multiplier of $A l t_{6}$ is of order $3, \bar{G}_{2}$ has a factor-group isomorphic to $\mathrm{Alt}_{3}$ or $\mathrm{Sym}_{3}$. On the other hand, $\bar{G}_{2}$ is a completion of the amalgam $\left\{G_{23} / K_{2}, G_{24} / K_{2}\right\}$. It is an easy exercise to check that this is impossible (compare (8.5.3 (i)).

Now we are in a position to establish the main result of the section.
Proposition 12.4.6 All the amalgams $\mathcal{A}_{f}$ of truncated $M_{24}$-shape are isomorphic and

$$
\begin{gathered}
G_{1} \cong M_{24}, \quad G_{2} \cong 2^{6}:\left(3 \cdot A l t_{6} \times 3\right) \cdot 2 \\
G_{3} \cong 2^{6}:\left(L_{3}(2) \times \text { Sym }_{3}\right), \quad G_{4} \cong 2^{4}: L_{4}(2) .
\end{gathered}
$$

Proof. Since $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ is simply connected the uniqueness of $\mathcal{A}_{f}$ follows directly from (12.4.5). We know that $G_{1}$ is either $M_{24}$ or $H e$ and by the paragraph before (12.4.5) the universal completion of $\mathcal{A}_{f}$ possesses a homomorphism onto $M_{24}$. Since $H e$ is not a subgroup in $M_{24}$ by the order reason, $G_{1} \cong M_{24}$.

### 12.5 The completion of $\mathcal{A}_{f}$

If this section we show that the amalgam $\mathcal{A}_{f}$ as in (12.4.6) does not possess a faithful completion. More precisely we prove the following.

Proposition 12.5.1 Let $\mathcal{A}_{f}$ be the unique amalgam of truncated $M_{24}{ }^{-}$ shape as in (12.4.6) and $\left(U\left(\mathcal{A}_{f}\right), \varphi\right)$ be the universal completion of $\mathcal{A}_{f}$. Then
(i) $U\left(\mathcal{A}_{f}\right) \cong M_{24}$;
(ii) the restriction of $\varphi$ to $G_{2}$ has kernel of order 3;
(iii) $\varphi\left(G_{1}\right)=U\left(\mathcal{A}_{f}\right)$.

We are going to show that starting with a tilde geometry $\mathcal{G}$ of rank at least 4 which possesses a flag-transitive automorphism group $G$ and in which the residual rank 3 tilde geometries are isomorphic to $\mathcal{G}\left(M_{24}\right)$, one can construct a geometry $\mathcal{H}$ with a locally truncated diagram. This construction generalizes the constructions of $\mathcal{H}\left(C o_{1}\right)$ and $\mathcal{H}(M)$ from $\mathcal{G}\left(C o_{1}\right)$ and $\mathcal{G}(M)$. The group $G$ acts flag-transitively also on the geometry $\mathcal{H}$ and we achieve a contradiction in the case of the amalgam $\mathcal{A}_{f}$ when reconstructing one of the parabolics associated with the action on $\mathcal{H}$.

Thus let $\mathcal{G}$ be a $T$-geometry of rank $n$ such that either $n=3$ and $\mathcal{G}=$ $\mathcal{G}\left(M_{24}\right)$ or $n \geq 4$ and every rank 3 residual $T$-geometry in $\mathcal{G}$ is isomorphic to $\mathcal{G}\left(M_{24}\right)$. Let $G$ be a flag-transitive automorphism group of $\mathcal{G}$ (recall that $M_{24}$ is the only flag-transitive automorphism group of $\left.\mathcal{G}\left(M_{24}\right)\right)$.

Let $\Delta=\Delta(\mathcal{G})$ be the derived graph of $\mathcal{G}$ where as usual for an element $y$ of $\mathcal{G}$ by $\Sigma[y]$ we denote the subgraph in $\Delta$ induced by the vertices (elements of type $n$ in $\mathcal{G}$ ) incident to $y$. If $y$ is of type $n-2$ then $\Sigma[y]$ is the collinearity graph $\Omega$ of $\operatorname{res}_{\mathcal{G}}^{+}(y) \cong \mathcal{G}\left(3 \cdot S_{4}(2)\right)$ which is an antipodal distance-transitive graph with the intersection diagram


There is an equivalence relation on $\Omega$ with classes of the form $\{v\} \cup \Omega_{4}(v)$ (the antipodal classes). These classes are exactly the fibers of the morphism from $\Omega$ onto the collinearity graph of $\mathcal{G}\left(S_{4}(2)\right)$ which commutes with the action of the automorphism group.

Define a graph $\Psi$ on the vertex set of $\Delta$ by the following rule: two distinct vertices are adjacent in $\Psi$ if they are contained in a subgraph $\Sigma[y]$ for an element $y$ of type $n-2$ and if they are antipodal in this subgraph. By the same letter $\Psi$ we denote a connected component of $\Psi$ containing $x_{n}$. We start by the following

Lemma 12.5.2 If $\mathcal{G}=\mathcal{G}\left(M_{24}\right)$ then $\Psi$ is a complete graph on 15 vertices.
Proof. Let $\varphi$ be the morphism of $\Delta$ onto the octad graph which commutes with the action of $M_{24}$. The vertices of $\Delta$ are the central involutions in $M_{24}$ and $\varphi$ sends such an involution $\tau$ onto the octad formed by the elements of $S(5,8,24)$ fixed by $\tau$. Then $\Psi$ is a fiber of $\varphi$ (compare Section 3.3 in [Iv99]) and the stabilizer of $\Psi$ in $M_{24}$ induces on $\Psi$ the doubly transitive action of the octad stabilizer $A \cong 2^{4}: L_{4}(2)$ on the cosets of $C_{A}(\tau) \cong 2^{1+3+3} . L_{3}(2)$ where $\tau$ is an involution from $O_{2}(A)$.

Lemma 12.5.3 Let $H$ be the stabilizer of $\Psi$ in $G$. Then
(i) $H$ acts transitively on the vertex-set of $\Psi$;
(ii) the valency of $\Psi$ is $2 \cdot\left[\begin{array}{c}n \\ 2\end{array}\right]_{2}$ and $H\left(x_{n}\right)=G\left(x_{n}\right)$ acts transitively on $\Psi_{1}\left(x_{n}\right)$.

Proof. (i) follows from the flag-transitivity of $G$. Every element $y$ of type $n-2$ incident to $x_{n}$ corresponds to a pair $\left\{z^{(1)}(y), z^{(2)}(y)\right\}$ of vertices adjacent to $x_{n}$ in $\Psi$ (here $\left\{x_{n}, z^{(1)}(y), z^{(2)}(y)\right\}$ is the antipodal block of $\Sigma[y]$ containing $x_{n}$ ). By (9.2.3) $G_{n}$ acts primitively on the set of such elements $y$ and hence it is easy to deduce from (12.5.2) that $z^{(i)}(y)=z^{(j)}\left(y^{\prime}\right)$ if and only if $i=j$ and $y=y^{\prime}$ which gives (ii).

For $1 \leq i \leq n-2$ with an element $y_{i}$ of type $i$ in $\mathcal{G}$ incident to $x_{n}$ we associate a subgraph $\Psi\left[y_{i}\right]$ which is the connected component containing $x_{n}$ of the subgraph in $\Psi$ induced by the intersection $\Psi \cap \Sigma\left[y_{i}\right]$. With an element $y_{n-1}$ of type $n-1$ in $\mathcal{G}$ incident to $x_{n}$ (a link containing $x_{n}$ ) we associate the subgraph $\Psi\left[y_{n-1}\right]$ induced by the union of the subgraphs $\Psi[z]$ taken for all the elements $z$ of type $n-2$ (the quints) incident to $y_{n-1}$.

Lemma 12.5.4 The following assertions hold:
(i) the valency of $\Psi\left[y_{i}\right]$ is $2 \cdot\left[\begin{array}{c}n-i \\ 2\end{array}\right]_{2}$ for $i \neq n-1$;
(ii) for $1 \leq i \leq j \leq n-2$ we have $\Psi\left[y_{i}\right] \subseteq \Psi\left[y_{j}\right]$ if and only if $y_{i}$ and $y_{j}$ are incident in $\mathcal{G}$;
(iii) $\Psi\left[y_{n-2}\right]$ is a triangle in $\Psi$;
(iv) $\Psi\left[y_{n-3}\right]$ is a complete graph on 15 vertices;
(v) $\Psi\left[y_{n-1}\right]$ is a complete graph on $\left(2^{n+1}+1\right)$ vertices.

Proof. (i) follows from (12.5.3 (ii)) while (ii) and (iii) are by the definition. Since $\operatorname{res}_{\mathcal{G}}^{+}\left(y_{n-3}\right) \cong \mathcal{G}\left(M_{24}\right)$, (iv) follows from (12.5.2). By (iii) $\Psi\left[y_{n-1}\right]$ is the union of $2^{n}-1$ triangles with $x_{n}$ being the intersection of any two of them. Let $z_{1}$ and $z_{2}$ be elements of type $n-2$ incident to $y_{n-1}$. Then, since $\operatorname{res}_{\mathcal{G}}^{-}\left(y_{n-1}\right)$ is a projective space, there is an element of type $n-3$ incident to each of $y_{n-1}, z_{1}$ and $z_{2}$. Hence by (iv) the union $\Psi\left[z_{1}\right] \cup \Psi\left[z_{2}\right]$ induces a complete subgraph (on 5 vertices) and (v) follows.

Let $\mathcal{D}$ be a subgeometry of rank $n$ in $\mathcal{G}$ whose elements of type $n$ are the vertices of $\Psi$ and the elements of type $i$ for $1 \leq i \leq n-1$ are subgraphs $\Psi\left[y_{i}\right]$ defined as above, where $y_{i}$ is of type $i$ in $\mathcal{G}$ incident to a vertex of $\Psi$. If $z_{i}$ and $z_{j}$ are elements of type $i$ and $j$ in $\mathcal{D}$ with $i \neq n-1 \neq j$, then $z_{i}$ and $z_{j}$ are incident in $\mathcal{D}$ if and only if $z_{i} \subset z_{j}$ or $z_{j} \subset z_{i}$. An element $\Psi\left[y_{n-1}\right]$ of type $n-1$ in $\mathcal{D}$ is incident to all the vertices it contains and to all the elements $\Psi\left[y_{j}\right]$ of type $j$ for $1 \leq j \leq n-2$ defined with respect to elements $y_{j}$ incident to $y_{n-1}$ in $\mathcal{G}$. It is easy to check that $\Psi\left[y_{n-1}\right]$ and $\Psi\left[y_{j}\right], 1 \leq j \leq n-2$ are incident in $\mathcal{D}$ if and only if $\Psi\left[y_{n-1}\right] \cap \Psi\left[y_{j}\right]$ is of size $2^{n-j+1}+1$.

Proposition 12.5.5 The geometry $\mathcal{D}$ belongs to the diagram

and the stabilizer $H$ of $\mathcal{D}$ in $G$ induces on $\mathcal{D}$ a flag-transitive action.
Proof. We proceed by induction on $n$. If $n=3$ then the result follows from (12.5.2) in view of the Klein correspondence. Thus we may assume that the residue in $\mathcal{D}$ of an element of type 1 belongs to the diagram $D_{n-1}(2)$. On the other hand, it is straightforward by the definition that the residues of $x_{n}$ in $\mathcal{G}$ and $\mathcal{D}$ are isomorphic. Hence it only remains to show that the $\{1, n\}$-edge on the digram is empty. But this is clear since the incidence in the residue of an element of type $n-1$ is via inclusion.

In view of the classification of the spherical buildings [Ti74], [Ti82] and the description of their flag-transitive automorphism groups [Sei73], (12.5.5) implies the following.

Lemma 12.5.6 In terms of (12.5.5) we have the following:
(i) the action $\bar{H}$ of $H$ on $\mathcal{D}$ is isomorphic to $\Omega_{2 n}^{+}(2)$;
(ii) the image $\bar{I}$ of $G\left(x_{n}\right)$ in $\bar{H}$ is of the form $2^{n(n-1) / 2}: L_{n}(2)$, where $\mathrm{O}_{2}(\bar{I})$ is the exterior square of the natural module of $\bar{I} /\left(O_{2}(\bar{I})\right) \cong$ $L_{n}(2)$.

Proof of Proposition (12.5.1) Since $G_{4} \cong 2^{4}: L_{4}(2)$ does not possess $2^{6}$ : $L_{4}(2)$ as a factor-group (12.5.6) shows that $\mathcal{A}_{f}$ has no faithful completions. Since we already know that $M_{24}$ is a completion of $\mathcal{A}_{f}$ the result follows.

### 12.6 Co ${ }_{1}$-shape

In this section $\mathcal{G}$ is a rank $4 T$-geometry with the diagram

$G_{1} \sim 2^{11} . M_{24}$ with $K_{1}=O_{2}\left(G_{1}\right)$ being the irreducible Golay code module $\mathcal{C}_{11}$ for $\bar{G}_{1}=G_{1} / K_{1} \cong M_{24}$. Since $H^{2}\left(M_{24}, \mathcal{C}_{11}\right)=1, G_{1}$ splits over $K_{1}$ and we can choose a complement $N_{1} \cong M_{24}$ to $K_{1}$ in $G_{1}$ so that $G_{1}$ is the semidirect product of $K_{1}$ and $N_{1}$ with respect to the natural action. Since $H^{1}\left(M_{24}, \mathcal{C}_{11}\right)=1$ all such complements $N_{1}$ are conjugate in $G_{1}$. We follow the direct strategy, so our first goal is to determine the isomorphism type of the amalgam $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ (to be more precise we are going to show that $\mathcal{B}$ is isomorphic to the similar amalgam associated with the action of $C o_{1}$ on the $T$-geometry $\mathcal{G}\left(C o_{1}\right)$.)

The subgroup $G_{12}$ is the preimage in $G_{1}$ of the stabilizer $\bar{S} \cong 2^{6}$ : $3 \cdot \operatorname{Sym}_{6}$ in $\bar{G}_{1}$ of a point of $\operatorname{res}_{\mathcal{G}}\left(x_{1}\right) \cong \mathcal{G}\left(M_{24}\right)$. Since $G_{1}$ is a semidirect product, $G_{12}$ is the semidirect product of $K_{1}$ and a subgroup $S$ in $N_{1}$ which maps isomorphically onto $\bar{S}$.

By Lemma 3.8.3 in [Iv99] $K_{1}$, as a module for $S$, is uniserial with the composition series

$$
1<K_{1}^{(2)}<K_{1}^{(1)}<K_{1}
$$

where $K_{1}^{(2)}=C_{K_{1}}\left(O_{2}(S)\right)$ is the natural 4-dimensional symplectic module for $S / O_{2,3}(S) \cong S_{4}(2), K_{1}^{(1)}=\left[K_{1}, O_{2}(S)\right]$ has codimension 1 in $K_{1}$ and $K_{1}^{(1)} / K_{1}^{(2)}$ is the hexacode module for $S / O_{2}(S) \cong 3 \cdot S y m_{6}$. Hence

$$
G_{12} \sim 2^{4} \cdot 2^{6} \cdot 2 \cdot 2^{6} \cdot 3 \cdot \text { Sym }_{6}
$$

We need to identify the subgroup $K_{2}^{-}$which is the kernel of the action of $G_{2}$ on the point-set of the line $x_{2}$. Towards this end we classify the subgroups of of index 2 in $G_{12}$ (since $K_{2}^{-}$is one of them).

Lemma 12.6.1 The group $G_{12}$ contains exactly three subgroups $Y^{(1)}, Y^{(2)}$ and $Y^{(3)}$ of index two. If $X$ is a Sylow 3-subgroup of $O_{2,3}\left(G_{12}\right)$ and $N^{(i)}=$ $N_{Y^{(i)}}(X) / X$ then up to reordering the following holds
(i) $Y^{(1)}$ is the semidirect product of $K_{1}$ and $S^{\prime} \cong 2^{6}: 3 \cdot$ Alt $_{6}$ with $N^{(1)} \cong 2^{5}: A l t_{6}$;
(ii) $Y^{(2)}$ is the semidirect product of $K_{1}^{(1)}$ and $S$ with $N^{(2)} \cong 2^{4}: S y m_{6}$;
(iii) $Y^{(3)}$ is the "diagonal" subgroup with $N^{(3)} \cong 2^{4} \cdot$ Sym $_{6}$ (the non-split extension).

Proof. A subgroup of index 2 in $G_{12}$, certainly contains the commutator subgroup $G_{12}^{\prime}$ of $G_{12}$. It is easy to see that $G_{12}^{\prime}$ is the semidirect product of $K_{1}^{(1)}$ and $S^{\prime} \cong 2^{6}: 3 \cdot A l t_{6}$. Thus $G_{12} / G_{12}^{\prime} \cong 2^{2}$ and there are three subgroups of index 2 in $G_{12}$. The result is clear in view of the fact that $C_{K_{1}}(X)$ is an indecomposable extension of the natural symplectic module $K_{1}^{(2)}$ for $N_{S}(X) / X \cong S_{4}(2)$ by a trivial 1-dimensional module.

Since $K_{1}$ induces a non-trivial action on the point-set of $x_{2}, K_{2}^{-}$does not contain the whole of $K_{1}$, so $K_{2}^{-} \neq Y^{(1)}$, but at this stage we are still left with two possibilities for $K_{2}^{-}$. In order to choose between the possibilities let us have a closer look at the possible structure of $G_{2}$. As usual let $L_{2}$ be the kernel of the action of $G_{2}$ on the set of elements $y_{2}$ of type 2 such that $\left\{x_{1}, y_{2}, x_{3}, x_{4}\right\}$ is a flag. Let $\mathcal{E}$ be the set of subgroups $K(u) \cap K_{2}$ taken for all the points incident to $x_{2}$ (so that $\mathcal{E}$ consists of three subgroups).

## Lemma 12.6.2

$$
G_{2} \sim 2^{4+12} \cdot\left(3 \cdot S_{y} m_{6} \times \text { Sym }_{3}\right),
$$

and furthermore
(i) $K_{1} \cap K_{2}=K_{1}^{(1)}$ has index 2 in $K_{1}$;
(ii) $K_{2}=O_{2}\left(G_{2}\right)$ and $K_{2} / L_{2}$ is the tensor product of the hexacode module for $K_{2}^{-} / K_{2} \cong 3 \cdot$ Sym $_{6}$ and of the 2-dimensional module for $K_{2}^{+} / K_{2} \cong$ $\mathrm{Sym}_{3}$;
(iii) $L_{2}=K_{1}^{(2)}=\cap_{E \in \mathcal{E}} E$ and $L_{2} \cong 2^{4}$ is the natural symplectic module for $G_{2} / G_{2}^{\infty} \cong S_{4}(2)$;
(iv) if $E$ is an elementary abelian subgroup of order $2^{10}$ in $K_{2}$ which is normal in $K_{2}^{-}$then $E \in \mathcal{E}$.

Proof. Since $K_{1}$ acts trivially on $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{2}\right)$ and induces on $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{2}\right)$ an action of order 2 , (i) follows. Now (ii) follows from (9.4.1) and implies (iii). Since the action of the group $3 \cdot S y m_{6}$ on the hexacode module is absolutely irreducible by (8.2.9), (iii) implies (iv).

Before identifying $K_{2}^{-}$, let us explain a minor difficulty we experience at this stage. What we know for sure, is that $K_{2}^{-}$contains $G_{12}^{\prime} \sim 2^{4+6+6} .3$. $A l t_{6}$. The action of $3 \cdot A l t_{6}$ on the hexacode module $H$ is not absolutely irreducible (it preserves a $G F(4)$-vector space structure). By (12.6.2 (ii)) $\widetilde{K}_{2}=K_{2} / L_{2}$ is the direct sum of two copies of the hexacode module. Hence there are exactly five (the number of 1-subspaces in a 2-dimensional $G F(4)$ space) $G_{12}^{\prime} / K_{2}$-submodules in $\widetilde{K}_{2}$, isomorphic to the hexacode module. Thus we can not reconstruct $\mathcal{E}$ as in (12.6.2 (iv)) just looking at the action of $G_{12}^{\prime}$ on $\widetilde{K}_{2}$, since a priori the preimage in $K_{2}$ of any of the five hexacode submodules could be a subgroup from $\mathcal{E}$. But in fact at most three of the preimages are elementary abelian.

Lemma 12.6.3 Let $E$ be an elementary abelian subgroup of order $2^{10}$ in $K_{2}$ which is normal in $G_{12}^{\prime}$. Then $E \in \mathcal{E}$.

Proof. Since the second cohomology group of every chief factor of $G_{12}^{\prime}$ inside $K_{2}$ is trivial, $G_{12}^{\prime}$ splits over $K_{2}$. Let $T \cong 3 \cdot A l t_{6}$ be a complement so that $X=O_{3}(T)$. If $\mathcal{E}=\left\{E_{1}, E_{2}, E_{3}\right\}$ then, (treating $E_{i}$ as a module for $T$ ) we have

$$
E_{i}=L_{2} \oplus V_{h}^{(i)},
$$

$L_{2}=C_{E_{i}}(X)$ and $V_{h}^{(i)}=\left[E_{i}, X\right]$ is the hexacode module for $T$.
Since $G_{12}^{\prime}$ is isomorphic to the corresponding subgroup associated with the action of $C o_{1}$ on $\mathcal{G}\left(C o_{1}\right)$, we know that $K_{2}$ must contain the subgroups $E_{i}$ as above. Notice that the centralizer in $T$ of a non-zero vector from $V_{h}^{(i)}$ for $i=1$ or 2 centralizes a unique non-zero vector in $L_{2}$. Thus there is a unique surjective mapping

$$
\lambda: V_{h}^{(1)} \rightarrow L_{2},
$$

which commutes with the action of $T$. Notice that we can treat the non-zero vectors in $V_{h}^{(1)}$ and $L_{2}$ as points of $\mathcal{G}\left(3 \cdot S_{4}(2)\right)$ and $\mathcal{G}\left(S_{4}(2)\right)$, respectively. Then $\lambda$ is the morphism of the geometries, which commutes with the action of the automorphism group.

Since $K_{2}=V_{h}^{(1)} V_{h}^{(2)} L_{2}$, it is easy to see that

$$
V_{h}^{(3)}=\left\{h \varphi(h) l(h) \mid h \in V_{h}^{(1)}\right\},
$$

where $l(h) \in L_{2}$ and $\varphi: V_{h}^{(1)} \rightarrow V_{h}^{(2)}$ is an isomorphism. Let $T(h) \cong$ Sym $_{4}$ be the stabilizer of $h$ in $T$. Since $V_{h}^{(3)}$ is the hexacode module for $T$, $h \varphi(h) l(h)$ must be centralized by $T(h)$, which means that
(a) either $l(h)$ is the identity for of all $h \in V_{h}^{(1)}$ or $l(h)=\lambda(h)$ for all $h \in V_{h}^{(1)}$;
(b) $\varphi(h)$ is contained in the 1-dimensional $G F(4)$-subspace in $V_{h}^{(2)}$ centralized by $T(h)$.

By reducing the product of $h \varphi(h) l(h)$ and $h^{\prime} \varphi\left(h^{\prime}\right) l\left(h^{\prime}\right)$ to the canonical form $h h^{\prime} \varphi\left(h h^{\prime}\right) l\left(h h^{\prime}\right)$, we deduce the following equality:
(c) $\left[h^{\prime}, \varphi(h)\right]=l(h) l\left(h^{\prime}\right) l\left(h h^{\prime}\right)$.

Since the mapping $\left(h_{1}, h_{2}\right) \mapsto\left[h_{1}, h_{2}\right]$ for $h_{1} \in V_{h}^{(1)}, h_{2} \in V_{h}^{(2)}$ is nontrivial, in view of (a) we conclude that $l(h)=\lambda(h)$ for all $h \in H$. This shows that $[h, \varphi(h)]=\lambda(h)^{2}=1$ which is consistent with the assumption that $V_{h}^{(3)}$ is an elementary abelian 2-group. We claim that the isomorphism $\varphi$ is uniquely determined. Indeed, let $\left\{h_{1}=h, h_{2}, h_{3}\right\}$ be the line in $V_{h}^{(1)}$ centralized by $T(h)$ and $\left\{k_{1}=\varphi(h), k_{2}, k_{3}\right\}$ be the line in $V_{h}^{(2)}$ centralized by $T(h)$ (we may assume the $k_{i}=\varphi\left(h_{i}\right)$ for $i=2$ and 3 ). Then

$$
\left[h, k_{2}\right]=\left[h, \varphi\left(h_{2}\right)\right]=\lambda(h) \lambda\left(h_{2}\right) \lambda\left(h h_{2}\right)=\lambda(h)^{3} \neq 1
$$

and the result follows.
Lemma 12.6.4 $K_{2}^{-}=Y^{(2)}$.
Proof. By (12.6.1) and the paragraph after the proof of (12.6.1) it remains to show that $K_{2}^{-} \neq Y^{(3)}$. By (12.6.2 (iv)) and (12.6.3) $K_{2}^{-}$is the kernel of the action of $G_{12}$ on the well defined collection $\mathcal{E}$. Since $G_{12}=Y^{(2)} Y^{(3)}$ induces on $\mathcal{E}$ an action of order $2, K_{2}^{-}$is characterized among $Y^{(2)}$ and $Y^{(3)}$ as the one which normalizes at least two elementary abelian subgroups of order $2^{10}$ in $K_{2}$, normalized by $G_{12}^{\prime}$. Clearly both $K_{1}^{(1)}$ and $L_{2} O_{2}(S)$ are contained in $\mathcal{E}$ and each of them is normalized by $Y^{(2)}$. Hence the result.

Lemma 12.6.5 Out $K_{2}^{-} \cong S y m_{3} \times 2$.
Proof. By (12.6.2 (iii)) Out $K_{2}^{-}$acts on $\mathcal{E}$ and since $K_{2}^{-}$is isomorphic to the corresponding subgroup associated with the action of $C o_{1}$ on $\mathcal{G}\left(C o_{1}\right)$, we know that Out $K_{2}^{-}$induces $S y m_{3}$ on $\mathcal{E}$. Let $B$ be the subgroup in Aut $K_{2}^{-}$which acts trivially on $\mathcal{E}$ (notice that $B$ contains all the inner automorphisms). We claim that $B / \operatorname{Inn} K_{2}^{-}$has order 2. Let
$\tau \in B$. Since $X$ is a Sylow 3-subgroup in $O_{2,3}\left(K_{2}^{-}\right)$we can adjust $\tau$ by an inner automorphism so that $\tau$ normalizes $X$. Then $\tau$ normalizes $N:=N_{K_{2}^{-}}(X) \cong\left(3 \times 2^{4}\right) \cdot S y m_{6}$. We know by (12.6.1 (ii)) that $N$ splits over $O_{2}(N)$. Since $H^{1}\left(N / O_{2,3}(N), O_{2}(N)\right)$ is 1-dimensional (cf. Table VI in Section 8.2), there are two classes of complements to $O_{2}(N)$ in $N$. In order to complete the proof it is sufficient to show that whenever $\tau$ normalizes a complement $\widehat{T} \cong 3 \cdot S_{6} m_{6}$ to $O_{2}(N)$ in $N, \tau$ is inner. Since $N / O_{2,3}(N) \cong S y m_{6}$ is self-normalized in Out $O_{2}(N) \cong L_{4}(2), \tau$ induces an inner automorphism of $\widehat{T}$ and hence we may assume that $\tau$ centralizes $\widehat{T}$. Recall that $\tau$ normalizes each $E_{i} \in \mathcal{E}$ and by the above the action of $\tau$ commutes with the action of $\widehat{T}$. As a module for $\widehat{T}$ the subgroup $E_{i}$ possesses the direct sum decomposition

$$
E_{i}=L_{2} \oplus V_{h}^{(i)}
$$

where $L_{2}$ and $V_{h}^{(i)}$ are non-isomorphic and absolutely irreducible by (8.2.9). This means that $\tau$ centralizes $E_{i}$ and hence must be the identity automorphism. Now it remains to mention that since $O_{2}(N)=L_{2}=Z\left(K_{2}\right)$, an automorphism of $N$ which permutes the classes of complements to $O_{2}(N)$ can be extended to an automorphism of $K_{2}^{-}$.

Since the centre of $K_{2}^{-}$is trivial, (12.6.5) implies that $G_{2}$ is the preimage of a $S y m_{3}$-subgroup in Out $K_{2}^{-}$. By (12.6.5) there are exactly two $S y m_{3}{ }^{-}$ subgroups in Out $K_{2}^{-}$and by the proof of (12.6.5) one of them, say $D_{1}$ is the kernel of the action on the classes of complements to $K_{2}$. We know that $K_{1}$ is contained in $G_{2}$ and that the image of $K_{1}$ in Out $K_{2}^{-}$has order 2. Furthermore, $C_{K_{1}}(X)$ is indecomposable and hence an element from $K_{1}$ permutes the classes of complements to $K_{2}$. Thus $G_{2}$ is the preimage in Aut $K_{2}^{-}$of the $S y m_{3}$-subgroup in Out $K_{2}^{-}$other than $D_{1}$.

By the above paragraph the type of $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ is uniquely determined. Also it is easy to deduce from the proof of (12.6.5) that every automorphism of $G_{12}$ can be extended to an automorphism of $G_{2}$. In view of Goldschmitd's lemma (8.3.2) we obtain the following.

Lemma 12.6.6 In the considered situation the amalgam $\mathcal{B}=\left\{G_{1}, G_{2}\right\}$ is isomorphic to the analogous amalgam associated with the action of $C o_{1}$ on $\mathcal{G}\left(C o_{1}\right)$.

Applying now (8.6.1) we obtain the main result of the section.

Proposition 12.6.7 All the amalgams of $C_{1}$-shape are isomorphic to $\mathcal{A}\left(\mathrm{Co}_{1}, \mathcal{G}\left(\mathrm{Co}_{1}\right)\right)$ and the universal completion of such an amalgam is isomorphic to $\mathrm{Co}_{1}$.

In terms of generators and relations the amalgam of maximal parabolics associated with the action of $C o_{1}$ on $\mathcal{G}\left(C o_{1}\right)$ was characterized in [FS98].

## 12.7 $M$-shape

In this section $\mathcal{G}$ is a $T$-geometry of rank 5 with the diagram

the residue of a point is isomorphic to $\mathcal{G}\left(C o_{1}\right)$,

$$
G_{1} \sim 2.2^{24} . C o_{1}
$$

where $L_{1}$ is of order 2 and $K_{1} / L_{1}$ is the universal representation module of $\mathcal{G}\left(C o_{1}\right)$, isomorphic to the Leech lattice $\bar{\Lambda}^{(24)}$ taken modulo 2. Arguing as in the proof of (11.5.1) we obtain the following.

Lemma 12.7.1 $K_{1}=O_{2}\left(G_{1}\right)$ is extraspecial of plus type and $G_{1} \sim$ $2_{+}^{1+24} . \mathrm{Co}_{1}$.

Since $\mathcal{A}=\left\{G_{i} \mid 1 \leq i \leq 5\right\}$ is the amalgam of maximal parabolics associated with an action on a $T$-geometry with $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{2}\right) \cong \mathcal{G}\left(M_{24}\right)$, it is immediate that the conditions in Definition 5.1.1 of [Iv99] are satisfied, which means that $\mathcal{C}=\left\{G_{1}, G_{2}, G_{3}\right\}$ is a Monster amalgam, in particular,

$$
G_{2} \sim 2^{2+11+22} \cdot\left(\text { Sym }_{3} \times M_{24}\right), \quad G_{3} \sim 2^{3+6+12+18} .\left(L_{3}(2) \times 3 \cdot \text { Sym }_{6}\right)
$$

By Proposition 5.13.5 in [Iv99] all the Monster amalgams are isomorphic, which means that $\mathcal{C}$ is isomorphic to the corresponding amalgam associated with the action of $M$ on $\mathcal{G}(M)$.

## $12.8 \quad S_{2 n}(2)$-shape, $n \geq 4$

In this section $\mathcal{G}$ is a $T$-geometry of rank $n \geq 4$ with the diagram

in which the residue of a point is isomorphic to $\left.\mathcal{G}\left(3^{[n-1}\right]_{2} \cdot S_{2 n-2}(2)\right), G$ is a flag-transitive automorphism group of $\mathcal{G}$, such that

$$
\left.G_{1} \sim 2.2^{2 n-2} .3^{[n-1}\right]_{2} \cdot S_{2 n-2}(2)
$$

so that $Z_{1}=Z\left(G_{1}\right)$ is of order 2 and $K_{1} / Z_{1}$ is the natural symplectic module for $\bar{G}_{1} / O_{3}\left(\bar{G}_{1}\right) \cong S_{2 n-2}(2)$;

$$
G_{n} \sim 2^{\frac{n(n-1)}{2}} \cdot 2^{n} \cdot L_{n}(2),
$$

so that $L_{n}$ is the exterior square of the natural module of $\bar{G}_{n} \cong L_{n}(2)$ and $\widehat{K}_{n}:=K_{n} / L_{n}$ is the natural module for $\bar{G}_{n}$. Our goal is to show that the amalgam $\mathcal{A}=\left\{G_{i} \mid 1 \leq i \leq n\right\}$ is isomorphic to the amalgam $\mathcal{A}^{0}=\left\{G_{i}^{0} \mid 1 \leq i \leq n\right\}$ associated with the action of

$$
\left.G^{0} \cong 3^{[n}\right]_{2} \cdot S_{2 n}(2)
$$

on its $T$-geometry $\mathcal{G}\left(G^{0}\right)$.
Let

$$
\mu: G^{0} \rightarrow \bar{G}=G^{0} / O_{3}\left(G^{0}\right) \cong S_{2 n}(2)
$$

be the natural homomorphism and let $\bar{G}_{i}=\mu\left(G_{i}^{0}\right)$ for $1 \leq i \leq n$. Then $\bar{G}_{i} \cong G_{i}^{0} / O_{3}\left(G_{i}^{0}\right)$ and

$$
\overline{\mathcal{A}}:=\left\{\bar{G}_{i} \mid 1 \leq i \leq n\right\}
$$

is the amalgam of maximal parabolics associated with the action of $\bar{G} \cong$ $S_{2 n}(2)$ on its symplectic polar space $\mathcal{G}\left(S_{2 n}(2)\right)$ (where $\bar{G}_{i}$ is the stabilizer of the $i$-dimensional totally isotropic subspace from a fixed maximal flag). From this and the well known properties of the parabolics in $S_{2 n}(2)$ we make the following observation.

Lemma 12.8.1 $G_{1}^{0}$ splits over $O_{2}\left(G_{1}^{0}\right)$ and $G_{n}^{0}$ splits over $O_{2}\left(G_{n}^{0}\right)$.
In the next lemma we follow notation from (3.2.7). The proof is similar to that of (12.2.1) and therefore is not given here.

Lemma 12.8.2 The subgroup $K_{n}$ is an elementary abelian 2-group and as a module for $\bar{G}_{n} \cong L_{n}(2)$ it is isomorphic to the quotient $\mathcal{P}_{e}^{1} / \mathcal{X}(2)$ of the even half of the $G F(2)$-permutational module of $L_{n}(2)$ on the set of 1-subspaces in the natural module.

Let us consider $K_{n}$ as a module for

$$
\widehat{G}_{1 n}:=G_{1 n} / K_{n} \cong 2^{n-1}: L_{n-1}(2)
$$

The following result can be checked directly using the structure of $K_{n}$ specified in (12.8.2).

Lemma 12.8.3 The following assertions hold:
(i) $L_{n}$, as a module for $\widehat{G}_{1 n}$, contains a unique submodule $L_{n}^{(1)}$, which is isomorphic to the natural module of $\widehat{G}_{1 n} / O_{2}\left(\widehat{G}_{1 n}\right) \cong L_{n-1}(2)$ and $L_{n} / L_{n}^{(1)} \cong \bigwedge^{2} L_{n}^{(1)}$;
(ii) $\widehat{K}_{n}$, as a module for $\widehat{G}_{1 n}$, contains a unique submodule $\widehat{K}_{n}^{(1)}$ which is 1-dimensional and $\widehat{K}_{n} / \widehat{K}_{n}^{(1)}$ is isomorphic to the dual of $L_{n}^{(1)}$.

Let us now allocate $K_{1}$ inside $O_{2}\left(G_{1 n}\right)$. Recall that in terms of the action of $G$ on the derived graph the subgroup $K_{1}$ is the vertex-wise stabilizer of the subgraph $\Sigma=\Sigma\left[x_{1}\right]$.

Lemma 12.8.4 The following assertions hold:
(i) $K_{1} \cap L_{n}=L_{n}^{(1)}$;
(ii) $K_{1} L_{n} / L_{n}=\widehat{K}_{n}^{(1)}$;
(iii) $K_{1} K_{n}=O_{2}\left(G_{1 n}\right)$.

Proof. The elementwise stabilizer of $\Sigma_{1}\left(x_{n}\right)$ in $G_{1}$ induces on $\Sigma_{2}\left(x_{n}\right)$ an action of order $2 \frac{(n-1)(n-2)}{2}$, hence (12.8.3 (i)) gives (i). Since $K_{1} \cap K_{n}$ fixes every vertex in $\Sigma_{1}\left(x_{n}\right)$, it induces on $\Delta_{1}\left(x_{n}\right)$ an action of order 2 which gives (ii). Finally (iii) is by the order reason.

Lemma 12.8.5 The following assertions hold:
(i) $K_{1}$ is elementary abelian;
(ii) $K_{1}$, as a module for $\bar{G}_{1} / O_{3}\left(\bar{G}_{1}\right) \cong S_{2 n-2}(2) \cong \Omega_{2 n-1}(2)$, is isomorphic to the natural orthogonal module.

Proof. Since $G_{1}$ acts irreducibly on $K_{1} / Z_{1}$ (isomorphic to the natural symplectic module), $K_{1}$ is either abelian or extraspecial and since $G_{1}$ does not preserve non-zero quadratic forms on the quotient, $K_{1}$ can not be extraspecial and (i) follows. In view of (8.2.6), in order to prove (ii) it is sufficient to show that $K_{1}$ is indecomposable, which is easy to deduce from (12.8.4) and the structure of $K_{n}$ as in (12.8.3).

Let us turn to the structure of $G_{2}$.
Lemma 12.8.6 The following assertions hold:
(i) $\left[K_{1}: K_{1} \cap K_{2}\right]=2$;
(ii) $G_{2}$ induces $S_{y m}$ on the triple of points incident to $x_{2}$;
(iii) $G_{2}$ induces on $\left.\operatorname{res}_{\mathcal{G}}^{+}\left(x_{2}\right) \cong \mathcal{G}\left(3^{[n-2}\right]_{2} \cdot S_{2 n-4}(2)\right)$ the full automorphism of the residue;
(iv) $\left.\bar{G}_{2} \cong \operatorname{Sym}_{3} \times\left(3^{[n-2}\right]_{2} \cdot S_{2 n-4}(2)\right)$.

Proof. Since $K_{1}$ is contained in $G_{2}$ and $K_{1} / Z_{1}$ is non-trivial, $K_{1}$ induces an action of order 2 on $\operatorname{res}_{\mathcal{G}}^{-}\left(x_{2}\right)$ (clearly $K_{1}$ fixes $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{2}\right) \subseteq \operatorname{res}_{\mathcal{G}}\left(x_{1}\right)$ elementwise). This gives (i) and (ii). The rest follows from the basic properties of the $T$-geometries of symplectic type (cf. Chapter 6 in [Iv99]).

Lemma 12.8.7 Put $\widehat{K}_{2}^{-}=K_{2}^{-} / K_{2} \cong 3_{\left.2_{2}^{n-2}\right]_{2}} \cdot S_{2 n-4}(2)$. Then
(i) $\left|L_{2}\right|=2$;
(ii) $K_{2} / L_{2}$ is elementary abelian isomorphic to the tensor product of the natural $(2 n-3)$-dimensional orthogonal module of $\widehat{K}_{2}^{-} / O_{3}\left(\widehat{K}_{2}^{-}\right) \cong$ $\Omega_{2 n-3}(2)$ and the 2 -dimensional module of $G_{2} / K_{2}^{+} \cong$ Sym $_{3}$;
(iii) if $X$ is a Sylow 3-subgroup of $K_{2}^{+}$then $C_{G_{2}}(X) \cong X \times D$ where $L_{2} \leq D$ and $D / L_{2} \cong \widehat{K}_{2}^{-}$.

Proof. (ii) follows from (9.4.1) and implies (i) by the order reason. Finally (iii) is by (12.8.6 (iv)).

Lemma 12.8.8 In terms of (12.8.7) $D$ splits over $L_{2}$ i.e., $D \cong L_{2} \times D_{0}$, where $D_{0} \cong \widehat{K}_{2}^{-}$.

Proof. It is known (cf. [CCNPW]) that the Schur multiplier of $S_{2 n-4}(2)$ is trivial unless $2 n-4 \leq 6$, thus we only have to handle the cases $n=4$ and $n=5$. Suppose first that $n=5$ and that $D / O_{3}(D) \cong 2 \cdot S_{6}(2)$ (the only non-split extension). It is known that the preimage in $2 \cdot S_{6}(2)$ of a transvection of $S_{6}(2)$ has order 4, in particular, $O_{2}\left(D \cap G_{n}\right)$ is not elementary abelian, contradiction to (12.8.2), since $O_{2}\left(D \cap G_{n}\right) \leq K_{n}$. Similarly, if $n=4$, then, independently on whether $D$ involves a non-split double cover of $A l t_{6}$ or it is a semidirect product of $3 \cdot A l t_{6}$ with a cyclic group of order $4, O_{2}\left(D \cap G_{n}\right)$ contains an element of order 4 , which is not possible.

Lemma 12.8.9 $G_{1}$ splits over $K_{1}$.
Proof. Let $D_{0} \cong 3^{\left[{ }_{2}^{n-2}\right]_{2}} \cdot S_{2 n-4}(2)$ be the direct factor as in (12.8.8). It follows from (12.8.6 (i)) that as a $D_{0}$-module, $K_{1} \cap K_{2}$ is an extension of two 1-dimensional modules by the natural symplectic module of the $S_{2 n-4}(2)$-factor of $D_{0}$. By (8.2.6) this implies that $K_{1} \cap K_{2}$ is a direct sum of a 1 -dimensional module and a module $Y$ of dimension $2 n-3$. Since $\left(K_{1} \cap K_{2}\right) / L_{2}$ is indecomposable, we have $K_{1} \cap K_{2}=Y L_{0}$ and hence $K_{2}=\left(K_{1} \cap K_{2}\right) Y^{x}$ where $x$ is a generator of the Sylow 3-subgroup $X$ of $K_{2}^{+}$. Finally $G_{12}=K_{1}\left(Y^{x} D_{0}\right)$ splits over $K_{1}$. Since $G_{12}$ contains a Sylow 2-subgroup of $G_{1}$ the result follows by (8.2.8).

Lemma 12.8.10 $G_{1} \cong G_{1}^{0}$, in particular, $G_{1}$ splits over $K_{1}$.
Proof. In view of (12.8.9) it only remains to establish the module structure of $K_{1}$. By our original assumption $K_{1}$ is an extension of the trivial 1-dimensional module by the natural symplectic module for $S_{2 n-2}(2)$. It follows from (12.8.7 (ii)) that $\left[K_{1}, K_{2}\right]=L_{2}$, since $\left[K_{1}, K_{2}\right]$ clearly contains $L_{2}$ and $\left[x, K_{2}\right.$ ] covers the image of $K_{1} \cap K_{2}$ in $K_{2} / L_{2}$. In particular, [ $K_{1}, K_{2}$ ] has dimension $2 n-2$ which exclude the possibility that $K_{1}$ is a direct sum. Finally by (8.2.6) $K_{1}$ must be the only indecomposable extension, namely the natural orthogonal module of $S_{2 n-2}(2) \cong \Omega_{2 n-2}(2)$.

Lemma 12.8.11 [gnsplits] $G_{n} \cong G_{n}^{0}$, is particular, $G_{n}$ splits over $K_{n}$.
Proof. By Gaschütz theorem (8.2.8) $G_{n}$ splits over $K_{n}$ if and only if $G_{1 n}$ splits over $K_{n}$. Let $\psi: G_{1}^{0} \rightarrow G_{1}$ be the isomorphism, whose existence is guaranteed by (12.8.10) and $S_{12}^{0}$ be a complement to $O_{2}\left(G_{n}\right)$ in $G_{1 n}^{0} \leq G_{n}$ (by (12.8.1) such a complement exists). Then $\psi\left(S_{12}^{0}\right)$ is a complement in $G_{12}=\psi\left(G_{12}^{0}\right)$ to $K_{n}=\psi\left(O_{2}\left(G_{12}^{0}\right)\right)$ and the result follows. Notice that $G_{12}^{0}$ is uniquely determined in $G_{1}^{0}$ up to conjugation as the preimage of the stabilizer in $G_{1}^{0} / O_{2,3}\left(G_{1}^{0}\right) \cong S_{2 n-2}(2)$ of a maximal totally isotropic subspace in the natural symplectic module.

We follow the dual strategy and our nearest goal is to reconstruct up to isomorphism the amalgam $\mathcal{X}=\left\{G_{n}, G_{n-1}\right\}$. By (12.8.2) and (12.8.11)
the structure of $G_{n}$ is known precisely. Then $G_{n-1, n}$ is the full preimage of the stabilizer in $\bar{G}_{n}$ of the hyperplane $x_{n-1}$ in the natural module of $\bar{G}_{n} \cong L_{n}(2)$. We denote $x_{n-1}$ also by $W$ and call it the natural module for $G_{n-1, n} / O_{2}\left(G_{n-1, n}\right) \cong L_{n-1}(2)$.

## Lemma 12.8.12 The following assertions hold:

(i) $K_{n-1}^{+}$coincides with $O^{2}\left(G_{n-1, n}\right)$ and it is the unique subgroup of index 2 in $G_{n-1, n}$;
(ii) there is an elementary abelian subgroup $T_{0}$ in $L_{n}$, which is in the centre of $O_{2}\left(G_{n-1, n}\right)$ and as a module for $G_{n-1, n} / O_{2}\left(G_{n-1, n}\right)$ it is isomorphic to $W$;
(iv) $G_{n-1, n}$ contains within $K_{n-1}^{+} / T_{0}$ exactly three composition factors, each isomorphic to $\bigwedge^{2} W$.

Proof. Everything follow directly from the structure of $G_{n}$ and the definition of $G_{n-1, n}$, In order to see (iii) we are using (9.2.4).

By (12.8.12) $K_{n-1}^{+}$has trivial centralizer in $G_{n-1}$ and therefore $G_{n-1}$ can be identified with a suitable subgroup in Aut $K_{n-1}^{+}$such that
(P1) $G_{n-1, n}$ is a subgroup of index 2 in $G_{n-1}$;
(P2) $G_{n-1} / K_{n-1}^{+} \cong S_{y m}$.
Thus $\mathcal{X}$ is contained in the amalgam $\left\{G_{n}\right.$, Aut $\left.K_{n-1}^{+}\right\}$, which is determined uniquely up to isomorphism.

Lemma 12.8.13 Let $T=O_{2}\left(K_{n-1}^{+}\right)$. Then $Z(T)$ involves exactly two chief factors of $K_{n-1}^{+}$, namely $T_{0} \cong \bigwedge^{2} W$ and $Z(T) / T_{0} \cong W$. As a module for $K_{n-1}^{+} / T \cong L_{n-1}(2)$ the module $Z(T)$ is indecomposable.

Proof. Clearly $Z(T)$ contains the centre $Z$ of the Borel subgroup $B$. It is easy to deduce from (12.8.2) that $Z$ is of order 4. Thus $Z(T)$ involves at least two chief factors. One of them is $T_{0}$ as in (12.8.12 (iii)). On the other hand, $T$ covers the subgroup $O_{2}\left(G_{n-1, n}\right) / K_{n}$ of $G_{n} / K_{n}$ which acts non-trivially on $L_{n}$. Hence $Z(T) \leq K_{n}$ and $Z(T) \cap L_{n}=T_{0}$. Thus $Z(T)$ contains another chief factor, which is isomorphic to $W$.

It only remains to show that $Z(T)$ is indecomposable. Suppose to the contrary that

$$
Z(T)=T_{0} \oplus T_{1} \quad \text { and } \quad T_{1} \cong W
$$

For a point $p$ of $\mathcal{G}$ incident to $x_{n-1}$ let $z(p)$ be the unique non-zero element in the centre of $G(p)$. Since $G(p) \cap G_{n-1, n}$ contains a Sylow 2-subgroup of $G_{n-1, n}$, we conclude that $z(p) \in Z(T)$. Since $G(p) \cap G_{n-1, n}$ does not stabilize non-zero vectors in $T_{0} \cong \bigwedge^{2} W$, we must have $z(p) \in T_{1}$. Suppose now that $l$ is a line incident to $x_{n-1}$ and $\left\{p_{1}, p_{2}, p_{3}\right\}$ is the point set of $l$. Then, because of the isomorphism $T_{1} \cong W$, we must have

$$
z\left(p_{1}\right)+z\left(p_{2}\right)+z\left(p_{3}\right)=0
$$

which shows that $K_{n}$ splits over $L_{n}$ contrary to (12.8.2).
Let us now turn to the outer automorphism group of $K_{n-1}^{+}$. By (12.8.11) we have $K_{n-1}^{+}=T S$ for a subgroup $S \cong L_{n-1}(2)$. Let us first consider the subgroup $\bar{K}_{n-1}^{+}=K_{n-1}^{+} / Z(T)$.

Lemma 12.8.14 Out $K_{n-1}^{+} \cong S y m_{3}$ if $n \geq 5$ and Out $K_{n-1}^{+} \cong S_{4}$ if $n=4$.

Proof. The group $\bar{K}_{n-1}^{+}$is a semidirect product of $\bar{T}$ and $\bar{S} \cong L_{n-1}(2)$. Since by (12.8.11) $\bar{K}_{n-1}^{+}$is isomorphic to the corresponding subgroup in $G_{n-1}^{0}$, it possesses an outer automorphism group $S y m_{3}$. As a consequence we conclude that $\bar{K}_{n+1}^{+}$must be the direct sum of two copies of the $\bar{S}$ module isomorphic to $W$. Since by (8.2.5) $H^{1}(\bar{S}, W)$ is trivial if $n \geq 5$ and 1-dimensional if $n=4$, the result follows (compare the proof of (12.4.1)).

It remains to determine the image in Out $K_{n-1}^{+}$of the subgroup

$$
A:=C_{\mathrm{Aut} K_{n-1}^{+}}\left(\bar{K}_{n-1}^{+}\right)
$$

Lemma 12.8.15 The following assertions hold:
(i) if $a \in A$ then $a$ acts trivially on $T$;
(ii) the image in Out $K_{n-1}^{+}$of the subgroup $A$ is trivial if $n \geq 5$ and it is a normal subgroup of order 2 if $n=4$ or 5 .

Proof. As above, let $S$ be a subgroup in $K_{n-1}^{+}$, isomorphic to $L_{n-1}(2)$. Let $a \in A$. Notice first that if $s \in S$ then $s^{a}=s \cdot z_{a}$ for some $z_{a} \in Z(T)$. This means that $a$ preserves the action of $S$ on $T$. On the one hand, this implies that $a$ acts trivially on $Z(T)$. On the other hand, the mapping

$$
\lambda: t \mapsto[t, a]
$$

from $T / Z(T)$ to $Z(T)$ must be linear, commuting with the action of $S$. By (12.8.13) $Z(T)$ contains no submodules isomorphic to $W$. Hence $\lambda$ must be trivial, which gives (i).

Now as usual the question is reduced to the number of complements to $Z(T)$ in $Z(T) S$. By (12.8.13) we know that $Z(T)$ involves two factors isomorphic to $W$ and $\bigwedge^{2} W$, respectively. Hence it remains to consider the case $n=4$ (when both $H^{1}(S, W)$ and $H^{1}\left(S, \bigwedge^{2} W\right)$ are non-trivial) and the case $n=5$ (when $H^{1}(S, W)$ is trivial, but $H^{1}\left(S, \bigwedge^{2} W\right)$ is non-trivial). We do not present the relevant argument in full here (cf. Lemma (5.4) in [ShSt94]).

Lemma 12.8.16 The amalgam $\mathcal{X}=\left\{G_{n}, G_{n-1}\right\}$ is determined uniquely up to isomorphism.

Proof. It was mentioned before (12.8.13) that $\mathcal{X}$ is a subamalgam in the uniquely determined amalgam $\left\{G_{n}\right.$, Aut $\left.K_{n-1}^{+}\right\}$. Suppose that $n \geq 5$. Then by (12.8.14) and (12.8.15) we have

$$
\text { Aut } K_{n-1}^{+} / K_{n-1}^{+} \cong S y m_{3} \text { or } S y m_{3} \times 2 \text {, }
$$

in particular, $G_{n-1}$ is uniquely specified in Aut $K_{n-1}^{+}$by the conditions (P1) and (P2) stated before (12.8.13).

For the case $n=4$ some further arguments are required which we do not reproduce here (cf. Lemmas (5.6) - (5.8) in [ShSt94]).

Lemma 12.8.17 The amalgam $\left\{G_{n}, G_{n-1}, G_{n-2}\right\}$ is determined uniquely up to isomorphism.

Proof. By (12.8.16) $\mathcal{X}$ is isomorphic to $\mathcal{X}^{0}=\left\{G_{n}^{0}, G_{n-1}^{0}\right\}$ and since $O_{3}\left(G_{n}\right)=O_{3}\left(G_{n-1}\right)=1$, also to $\overline{\mathcal{X}}=\left\{\bar{G}_{n}, \bar{G}_{n-1}\right\}$. Let $\widetilde{G}_{n-2}$ be the universal completion of the amalgam $\left\{G_{n} \cap G_{n-2}, G_{n-1} \cap G_{n-2}\right\}$ (as usual this amalgam is easily specified inside $\mathcal{X}$ ). Then in order to prove the lemma it is sufficient to show that the kernel $N$ of the homomorphism of $\widetilde{G}_{n-2}$ onto $G_{n-2}$ is uniquely determined.

Let $\bar{N}$ be the kernel of the homomorphism of $\widetilde{G}_{n-2}$ onto $\bar{G}_{n-2}$. Since $\left|O_{3}\left(G_{n-2}\right)\right|=3$ and in view of the existence of the homomorphism $\mu$, we immediately conclude that $N$ has index 3 in $\bar{N}$. Suppose there are two possible choices for $N$, say $N_{1}$ and $N_{2}$ and consider

$$
\widehat{G}_{n-2}=\widetilde{G}_{n-2} /\left\langle K_{n-2}^{+}, N_{1} \cap N_{2}\right\rangle \cong 3^{2} . \text { Sym }_{6} .
$$

Since the 3-part of the Schur multiplier of $A l t_{6}$ is of order $3, \widehat{G}_{n-2}$ possesses a factor group $\widehat{F}$ isomorphic to $S y m_{3}$ or Alt $_{3}$. On the other hand, $\widehat{G}_{n-2}$ (and hence $\widehat{F}$ as well) is a completion of the amalgam

$$
\mathcal{J}=\left\{\left(G_{n} \cap G_{n-2}\right) / K_{n-2}^{+},\left(G_{n-1} \cap G_{n-2}\right) / K_{n-2}^{+}\right\} \cong\left\{\text { Sym }_{4} \times 2, \text { Sym }_{4} \times 2\right\}
$$

(notice that $\mathcal{J}$ is a subamalgam in $S y m_{6}$ ). Now it is easy to check that $\mathcal{J}$ could not possibly have $\widehat{F}$ as a completion.

Since $\operatorname{res}_{\mathcal{G}}^{+}\left(x_{i}\right)$ is simply connected for $1 \leq i \leq n-3$ by the induction hypothesis, we obtain the following.

Proposition 12.8.18 An amalgam of $S_{2 n}(2)$-shape for $n \geq 4$ is isomorphic to the amalgam $\mathcal{A}^{0}=\mathcal{A}\left(G^{0}, \mathcal{G}\left(G^{0}\right)\right)$ and its universal completion is $G^{0}$.

## Concluding Remarks

Thus the exposition of the classification for the flag-transitive Petersen and tilde geometries is complete. The classification was announced in [ISh94b], while an outline of the history of the project along with the names of many people who contributed to it can be found in Section 1.12 in [Iv99].

Let us emphasize that we never assumed that the finiteness of the Borel subgroup and that our classification proof relies on results of computer calculations in the following instances:
(a) the non-existence of a faithful completion of the amalgam of Alt $_{7}$ shape (12.1.1);
(b) the simple connectedness of the rank $3 T$-geometries $\mathcal{G}\left(M_{24}\right), \mathcal{G}(H e)$ and $\mathcal{G}\left(3^{7} \cdot S_{6}(2)\right)$ established (computationally) independently in [Hei91] and in an unpublished work of the present authors;
(c) the universal representation module of $\mathcal{G}(\mathrm{He})(4.6 .1)$;
(d) the universal representation group of the involution geometry of $\mathrm{Alt}_{7}$ (6.2.1).

It would certainly be nice to achieve in due course a completely computer-free classification, but at the moment it seems rather complicated.

In our proof the construction, the simple connectedness proof and the classification via the amalgam method come separately and independently. One would like to see a uniform treatment, say of the Monster group M (starting with 2-local structure and leading to the existence and uniqueness) based solely on the $T$-geometry $\mathcal{G}(M)$, like it was done in [IMe99] for the fourth Janko group $J_{4}$ using its $P$-geometry $\mathcal{G}\left(J_{4}\right)$. Although, there is always a price to pay: one has to admit that some proofs in [IMe99] are quite complicated.

Another possibility to improve and refine the classification is to drop the flag-transitivity assumption. In Section 13.1 we report on the latest progress in this direction.

## Chapter 13

## Further developments

In this chapter we discuss two projects which lie beyond the classification of the flag-transitive $P$ - and $T$-geometries. In Section 13.1 we report on the latest progress in the attempt to classify the $P$ - and $T$-geometries when the flag-transitive assumption is dropped. In Section 13.2 we discuss Trofimov's theorem for locally projective graphs. Recall (cf. Chapter 9 in [Iv99]) that a 2 -arc transitive action of $G$ on $\Gamma$ is locally projective if

$$
L_{n}(q) \unlhd G(x)^{\Gamma(x)} \leq P \Gamma L_{n}(q),
$$

where $L_{n}(q)$ is considered as a doubly transitive permutation group on the set of 1 -subspaces in the associated $n$-dimensional $G F(q)$-space. Trofimov's theorem shows in particular (cf. Table IX below) that the exceptional cases of locally projective actions with $G_{2}(x) \neq 1$ are related to the actions of the automorphism groups of Petersen geometries on the corresponding derived graphs. We would like to classify all the amalgams $\mathcal{A}=\{G(x), G\{x, y\}\}$ of vertex- and edge stabilisers coming from locally projective actions. We believe that such a classification would demonstrate once again the very special rôle of $P$-geometries and their automorphism groups. Notice that the classification of the amalgams $\mathcal{A}$ as above is equivalent to the classification of the locally projective actions on trees.

### 13.1 Group-free characterisations

One can notice that our classification of the flag-transitive $P$ - and $T$ geometry is essentially group-theoretical. So it is very far from being a purely geometrical theory. From this point of view, it is desirable to develop methods to study $P$-and $T$-geometries in a "group-free" way. Ideally, the classification should be reproduced under purely geometrical assumptions. However, this goal seems to be too ambitious at present. The principal complications is that if the flag-transitivity assumption is dropped then the number of examples increases astronomically. To illustrate this point, let us consider the $P$-geometry $\mathcal{G}\left(3^{4371} \cdot B M\right)$. Factoring this geometry over the orbits of any subgroup of $O_{3}\left(3^{4371} \cdot B M\right)$, one always gets again a $P$-geometry.

One possible solution to the above problem would be to classify only the 2 -simply connected geometries. However, at present it is unclear how that condition of 2 -simple connectedness can be utilized, and so new ideas are needed. Of course, even though a complete classification is beyond reach, we can try and characterize the particular examples of $P$ - and $T$ geometries by some geometrical conditions.

The following result has been established in [HS00].
Proposition 13.1.1 Suppose that $\mathcal{G}$ is a rank three $P$-geometry such that
(i) any two lines intersect in at most one point and
(ii) any three pairwise collinear points belong to a plane

Then $\mathcal{G}$ is isomorphic either to $\mathcal{G}\left(M_{22}\right)$ or to $\mathcal{G}\left(3 \cdot M_{22}\right)$.
If one drops the conditions (i) and (ii) in (13.1.1) then there is at least one further example: a 63 -point geometry (discovered by D.V. Pasechnik and the second author) that is a quotient of $\mathcal{G}\left(3 \cdot M_{22}\right)$ over the set of orbits of an element of order 11 from $3 \cdot M_{22}$ (which acts on $\mathcal{G}\left(3 \cdot M_{22}\right)$ fixed-point freely).

In [CS01] the rank 4 case has been considered.
Proposition 13.1.2 Suppose that $\mathcal{G}$ is a rank four P-geometry such that
(i) any two lines intersect in at most one point;
(ii) any three pairwise collinear points belong to a plane, and
(iii) the residue of every point in isomorphic to $\mathcal{G}\left(M_{22}\right)$.

Then $\mathcal{G}$ is isomorphic to $\mathcal{G}\left(\mathrm{Co}_{2}\right)$.
In the above theorem the condition (iii) eliminates the geometry $\mathcal{G}\left(3^{23} \cdot \mathrm{Co}_{2}\right)$ and its numerous non-flag-transitive quotients and also the flagtransitive geometry $\mathcal{G}\left(J_{4}\right)$. The fourth (and last) example of flag-transitive $P$-geometry of rank four, namely $\mathcal{G}\left(M_{23}\right)$, is eliminated by the condition (i).

On the final step of the proof of (13.1.2) the following result from [C94] has played a crucial role. Let $\Pi$ denote the orbital graph of valency 891 (on 2300 vertices) of the action of $\mathrm{Co}_{2}$ on the cosets of $U_{6}(2) .2$.

Proposition 13.1.3 Let $\Sigma$ be the collinearity graph of the dual polar space $\mathcal{D}_{4}(3)$ of $U_{6}(2)$. Let $\Delta$ be the distance 1-or-2 graph of $\Sigma$ (i.e., $\Delta$ and $\Sigma$ have the same set of vertices and two vertices are adjacent in $\Delta$ if and only if they are at distance 1 or 2 in $\Sigma$ ) then $\Pi$ is the unique graph which is locally $\Delta$.

The above proposition can be reformulated in geometrical terms as follows.

Proposition 13.1.4 Let $\mathcal{E}$ be an extended dual polar space with the diagram

such that
(i) the residue of an element of type 1 is isomorphic to the dual polar space $\mathcal{D}_{4}(3)$ of $U_{6}(2)$;
(ii) two elements of type 1 are incident to at most one common element of type 2;
(iii) three elements of type 1 are pairwise incident to common elements of type 2 if and only if they are incident to a common element of type 4.

Then $\mathcal{E}$ is isomorphic to the geometry $\mathcal{E}\left(\mathrm{Co}_{2}\right)$ of the Conway group $\mathrm{Co}_{2}$.
We pose the following.
Conjecture 13.1.5 Let $\mathcal{G}$ be a rank five $P$-geometry such that
(i) any two lines intersect in at most one point;
(ii) any three pairwise collinear points belong to a plane, and
(iii) the residue of every point in isomorphic to $\mathcal{G}\left(\mathrm{Co}_{2}\right)$.

Then $\mathcal{G}$ is isomorphic to $\mathcal{G}(B M)$.
Recall that the Baby Monster graph is a graph $\Omega$ on the set $\{3,4\}$ transpositions in the Baby Monster group $B M$ (the centraliser of such a transposition is $2 \cdot{ }^{2} E_{6}(2): 2$ ), two vertices are adjacent if their product is a central involution in $B M$ (with centralizer of the form $2_{+}^{1+22} . C o_{2}$ ). Locally $\Omega$ is the commuting graph of the central involutions (in other terms root involutions) in the group ${ }^{2} E_{6}(2)$. (This means that two involutions are adjacent in the local graph if and only if they commute.) The suborbit diagram of $\Omega$ is given in Proposition 5.10.22 in [Iv99]. A crucial role in the simple connectedness proof for $\mathcal{G}(B M)$ was played by the fact that $\Omega$ is triangulable (cf. Proposition 5.11.5 in [Iv99]). In [IPS01] we have established the following group-free characterization of the Baby Monster graph. We believe that this result can be used in a proof of Conjecture 13.1.5, similarly to the way how (13.1.3) was used in the proof of (13.1.2).

Proposition 13.1.6 Let $\Gamma$ be a graph which is locally the commuting graph of the central involutions in ${ }^{2} E_{6}(2)$. Then $\Gamma$ is isomorphic to the Baby Monster graph.

The maximal cliques in the Baby Monster graph $\Omega$ are of size 120 . Let $\mathcal{E}(B M)$ be the geometry whose elements are the maximal cliques in $\Omega$ together with the non-empty intersections of two or more such cliques; the incidence is via inclusion. Then $\mathcal{E}(B M)$ is of rank 5 , its elements of type 1 ,
$2,3,4$ and 5 are the complete subgraphs in $\Omega$ on $1,2,4,8$ and 120 vertices, respectively and $\mathcal{E}(B M)$ belongs to the diagram.

for $t=4$, so that $\mathcal{E}(B M)$ is a $c$-extension of the $F_{4}$-building of the group ${ }^{2} E_{6}(2)$. The geometry $\mathcal{E}(B M)$ was first mentioned in [B85]. In the geometrical terms (13.1.6) can be reformulated as follows.

Proposition 13.1.7 Let $\mathcal{E}$ be a geometry with the diagram c.F4(4), such that
(i) any two elements of type 1 are incident to at most two elements of type 2;
(ii) three elements of type 1 are pairwise incident to common elements of type 2 if and only if they are incident to a common element of type 5 .

Then $\mathcal{E}$ is isomorphic to $\mathcal{E}(B M)$.
The geometry $\mathcal{G}(B M)$ contains subgeometries $\mathcal{E}\left({ }^{2} E_{6}(2)\right)$ and $\mathcal{E}\left(F i_{22}\right)$ with diagrams $c . F_{4}(2)$ and $c . F_{4}(1)$. The stabilizers in $B M$ of these subgeometries induce on them flag-transitive actions of ${ }^{2} E_{6}(2): 2$ and $F i_{22}$ : 2 , respectively. Three further c. $F_{4}(2)$-geometries $\mathcal{E}\left(3 \cdot{ }^{2} E_{6}(2)\right), \mathcal{E}\left(E_{6}(2)\right)$, $\mathcal{E}\left(2^{26}: F_{4}(2)\right)$ and one $F_{4}(1)$-geometry $\mathcal{E}\left(3 \cdot F i_{22}\right)$ were constructed in [IPS01].

In [IW00] it was proved every flag-transitive $c . F_{4}(1)$-geometry is isomorphic to either $\mathcal{E}\left(F i_{22}\right)$ or $\mathcal{E}\left(3 \cdot F i_{22}\right)$. The suborbit diagrams of the four known $c . F_{4}(2)$-geometries are calculated in [IP00]. The classification problem of the flag-transitive $c . F_{4}(2)$-geometries is currently under investigation by C. Wiedorn.

### 13.2 Locally projective graphs

In [Tr91a] V.I. Trofimov has announced that for locally projective action of a group $G$ on a graph $\Gamma$ (which can always taken to be a tree), the equality $G_{6}(x)=1$ holds. The proof is given in the sequence of papers [ $\operatorname{Tr} 92],[\operatorname{Tr} 95 \mathrm{a}],[\operatorname{Tr} 95 b],[\operatorname{Tr} 98],[\operatorname{Tr} 00],[\operatorname{Tr} 01],[\operatorname{TrXX}]$ (the last one is still in preparation). The proof can be divided into the consideration of five cases (i) - (v); in addition the cases $p=3, p=2$, and $q=2$ were considered separately. The case (v) for $q=2$ seems to be the most complicated one (the papers [Tr00], [Tr01], [ $\operatorname{TrXX}$ ] deal solely with this situation). In some cases stronger bounds on the order of $G(x)$ were established in fact it was claimed that $G_{2}(x)=1$ except for the cases given in Table IX (in this table $W_{n+1}$ denotes the direct product of two copies of $L_{n+1}(2)$ extended by a pair of commuting involutary automorphisms). In [Tr91b] some information on the structure of $G(x)$ in the case $G_{2}(x)=1$ is given (although this information does not specify $G(x)$ up to isomorphism in all the cases).

Table IX

| $\left(H / H_{1}\right)^{\infty}$ | $V_{1}$ | $V_{2}$ | $V_{3}$ | $V_{4}$ | $V_{5}$ | Examples |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{2}\left(2^{n}\right)$ | $2^{2 n}$ | $2^{n}$ |  |  |  | Aut $S_{4}\left(2^{n}\right)$ |
| $L_{2}\left(3^{n}\right)$ | $3^{2 n}$ | $3^{2 n}$ | $3^{n}$ |  |  | Aut $G_{2}\left(3^{n}\right)$ |
| $L_{3}\left(2^{n}\right)$ | $2^{6 n}$ | $2^{6 n}$ | $2^{3 n}$ | $2^{3 n}$ | $2^{2 n}$ | Aut $F_{4}\left(2^{n}\right)$ |
| $L_{3}(3)$ | $3^{3}$ | $3^{3}$ |  |  |  | Aut $F i_{22}$ |
| $L_{n}(2)$ | $2^{n}$ | 2 |  |  |  | $W_{n+1}$ |
| $L_{3}(2)$ | $2^{3}$ | 2 |  |  |  | Aut $M_{22}$ |
| $L_{4}(2)$ | $2^{6}$ | $2^{4}$ | 2 |  |  | $C o_{2}$ |
| $L_{4}(2)$ | $2^{6}$ | $2^{4}$ | $2^{4}$ |  |  | $J_{4}$ |
| $L_{5}(2)$ | $2^{10}$ | $2^{10}$ | $2^{5}$ | $2^{5}$ |  | $B M$ |

Thus Trofimov's theorem and its proof brings us very close to the description of all possible vertex stabilizers in locally projective action. Nevertheless (at least as long as the published results are concerned) a considerable amount of work is still to be done to get the complete list.

In fact, a final step in the classification of the locally projective action would be the classification of of all possible amalgams: $\mathcal{A}=$ $\{G(x), G\{x, y\}\}$. Notice that the same $G(x)$ might appear in different amalgams. An example (not the smallest one) of such a case comes from the actions of $\Omega_{10}^{+}(2) .2$ on the corresponding dual polar space graph and of $J_{4}$ on the derived graph of the corresponding locally truncated $P$-geometry. In both cases $G(x)$ is the semidirect product $Q: L$ where $L \cong L_{5}(2)$ and $Q$ is the exterior square of the natural module of $L$.

Thus it is very important to classify amalgams $\mathcal{A}$ of vertex and edge stabilizers coming from locally projective actions. This is of course equivalent to the classification of the locally projective actions on the trees. Let us mention some further motivation for this classification project.

In studying the locally projective actions, a very important role is played by so-called geometrical subgraphs. In the case when the original graph $\Gamma$ is a tree, a proper geometrical subgraph $\Sigma$ is also a tree (of a smaller valency) and the setwise stabilizer $G\{\Sigma\}$ induces on $\Sigma$ a locally projective action. Proceeding by induction, we can assume that the action of $G\{\Sigma\}$ on $\Sigma$ is known, and in this case there is the possibility of simplifying the
proof of Trofimov's theorem (of course, Trofimov is also using geometrical subgraphs, but only on the level of vertex stabilizers).

It is also useful to study the kernel $K_{\Sigma}$ of the action of $G\{\Sigma\}$ on $\Sigma$. This is a finite normal subgroup in $G\{\Sigma\}$ and one can consider the natural homomorphism $\varphi$ of $G\{\Sigma\}$ into the outer automorphism group of $K_{\Sigma}$. If $O_{\Sigma}$ is the image of $\varphi$ then the pair $\left(O_{\Sigma}, K_{\Sigma}\right)$ is uniquely determined by the amalgam $\mathcal{A}$ and by the type (valency) of the geometrical subgraph $\Sigma$.

The pairs provide certain information of possibilities of flag-transitive diagram geometries whose residues are projective spaces. We illustrate this statement in the case (v) (the collinearity case).

Let $\mathcal{G}$ be a geometry with the diagram


Then (ignoring some degenerated case) the collinearity graph $\Gamma$ of $\mathcal{G}$ is locally projective with respect to the action of $G$ and hence the amalgam $\left\{G_{1}, G_{2}\right\}$ where $G_{1}$ is the stabilizer of a point and $G_{2}$ is the stabilizer of a line must be from the list. Furthermore we can deduce some restrictions on the leftmost edge on the diagram (the residue $\mathcal{H}$ of a flag of cotype $\{1,2\}$ ). Indeed, the residue $\mathcal{H}$ is the geometry of vertices and edges of the geometrical subgraph $\Sigma$ of valency $q+1$. Let $\Sigma_{0}$ be the quotient of the corresponding tree (which is the universal cover of $\mathcal{H}$ ) over the orbits of $C_{G\{\Sigma\}}\left(K_{\Sigma}\right) K_{\Sigma}$. Then $\mathcal{H}$ is a covering of $\Sigma_{0}$.

As a continuation of the above example, we observe that when $G(x) \cong$ $2^{10}: L_{5}(2)$ the rank 2 residue $\mathcal{H}$ is either a covering of $K_{3,3}$ or a covering of the Petersen graph. We consider this as yet another justification of the importance of the classification of the flag-transitive Petersen geometries.
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## Index

amalgam, vi
conjugation, 5
factor, 150
Monster, 226
of maximal parabolics, viii
simple, 6
type, 142
automorphism, 3
diagram, 3
group, 4
automorphism group
flag-transitive, 4
Bimonster, 13
completion, 5
faithful, 5
computer package
"cohomolo", 143
GAP, 143
cotype, 1
cover, 3
covering, 3
$s$-, 3
diagram, 2
string, 2, 10
extension
$c$-, ix, 32
affine, 32
flag, 1
maximal, 3
Gaschütz theorem, 147
generalized quadrangle, 2
geometry, 2
c. $F_{4}(t), 238$
coset, 6
flag-transitive, 4
involution, 95
isomorphism, 3
morphism, 3
tilde, v
graph
Baby Monster, 237
collinearity, 10
commuting, 237
derived, 56, 155
locally projective, 238
Petersen, v, 2
sextet, 114
tilde, 156
group
$Y_{555}, 13$
cohomology
first, 143
second, 143
hyperplane
acceptable, 27
incidence
graph, 1
map, 39
matrix, 18
system, 1
Leech lattice, 80
link, 155
module
FF-, 169
Golay code, 65
Todd, 65
irreducible, 65
octad, 65
offending subgroup, 169
polar space
symplectic, 227
power space, 18
projective plane, 2
quint, 155, 156
quotient, 3,5
representation, 17
abelian, 18
group, 13
module, 11
natural, 10
product, 19
separable, 31
universal, 10
abelian, 18
residue, 1
sextet, 65
simply connected, 3
$s-, 3$
strategy
direct, 142
dual, 142
subgraph
geometrical, 239
subgroup
Borel, viii
tetrads, 65
Thompson subgroup, 168
trio, 65
Trofimov's theorem, 239
type, 1
universal
cover, 3
covering, 3
representation, 17
group, 17
module, viii
vertex, 155

